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Abstract 

Cassava is one of Indonesia's agro-industrial commodities, but many Micro, Small, and Medium Enterprises 

(MSMEs) in the cassava processing industry face difficulties in achieving optimal production efficiency. This 

study aims to evaluate the efficiency of cassava processing production systems in MSMEs in Jember by 

comparing machine learning algorithms (Linear Regression, Random Forest, Support Vector Regression (SVR), 

and XGBoost) to predict output and key efficiency factors. The data used consists of 250 data points: 80% for 

model training and 20% for testing to build a machine learning-based prediction model, with input features 

production processing as the X-axis, and output in the form of production volume as the Y-axis. Data 

preprocessing, exploratory data analysis, and modeling were conducted using Python, with evaluation based on 

MAE, RMSE, and R² metrics. Among the tested models, Random Forest demonstrated the best performance 

with an R² value of 0.990. Sensitivity analysis revealed that production output increases significantly with the 

addition of labor and machines, with an optimal configuration of 15–20 workers and 2–3 machines per batch. 

The study concludes that focusing on overall production efficiency rather than merely increasing resources is 

the most effective strategy.  
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1. INTRODUCTION 

Cassava (Manihot esculenta) is one of the strategic food commodities in Indonesia that has 

high economic value and great potential as an agro-industrial raw material, such as the tapioca flour 

industry (Aminanti Suraya Putri et al., 2020), modified starch (Hamidi and Banowati, 2019), 

bioethanol (Shanavas et al., 2011), and snacks or chips (Hadi et al., 2021). Jember regency has the 

advantage of cassava commodity which lies in its high productivity, tolerance to marginal land, as 

well as a relatively fast planting cycle and suitable soil for planting (BPS kabupaten jember, 2020). 

However, in practice, cassava micro, small and medium enterprises (MSMEs) in Jember Regency 

often face challenges in achieving optimal production efficiency. 

The efficiency of the production system is strongly influenced by many factors, such as the 

number of workers (Sosa-Perez et al., 2020), machine capacity (Niekurzak et al., 2023), process 

time (Rosova et al., 2022) at each stage of production (washing, peeling, drying), to the work system 

per shift. Inefficiency in the management of the production process can lead to decreased 

productivity, waste of resources, and high operational costs (Kumara et al., 2023). Therefore, an 

analytical approach is needed to understand the dynamics of the production system and identify 

crucial points that affect efficiency (Hadi et al., 2023). 

Along with the development of data technology in the era of artificial intelligence (AI), 

machine learning (ML) based approaches have become one of the effective methods in predicting, 

classifying, and optimizing industrial systems (Kreuzberger et al., 2023; Yan, 2022; Zhang et al., 

2022). ML is able to model complex relationships between various production variables and provide 

accurate predictions of output or work efficiency. Another advantage is ML's ability to learn patterns 
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from historical data and recommend data-driven decision making strategies for system improvement 

(Kumar et al., 2020; Moosavi et al., 2020; Zaki et al., 2020). However, the application of machine 

learning in small and medium scale agro-industries (Benos et al., 2021; Elbasi et al., 2023), especially 

in the context of cassava production, is still very limited. Many industry players do not have a 

systematic approach in measuring and improving their production efficiency. In fact, with the right 

approach, this technology can provide strategic recommendations based on actual and historical 

data simulations (D’Amour et al., 2022). 

This research was conducted to examine how the performance of the cassava production 

system is viewed from actual process data, identify the factors that have the most influence on 

production efficiency, and determine the most accurate machine learning algorithm in predicting 

output or work efficiency at XYZ MSME. The main objective of this research is to build a Python-

based predictive model using several algorithms such as Linear Regression, Random Forest, Support 

Vector Regression (SVR), and XGBoost, and evaluate the performance of each model based on 

standard metrics (Subasi, 2020). The results of this research are expected to make a real contribution 

to the development of production efficiency strategies in the cassava agro-industry sector, especially 

for small and medium scale industry players who want to apply data-based analytical approaches in 

a practical and measurable manner. This comparative analysis also shows that Random Forest excels 

in handling non-linear data and has good feature interpretability, but requires more computational 

resources than Linear Regression. Thus, this research not only provides a predictive model, but also 

provides practical considerations regarding algorithm selection based on data complexity and user 

requirements. Until now, there has been no research that directly compares the performance of 

several machine learning algorithms in the context of output prediction and production efficiency in 

the cassava processing industry in Jember. Therefore, this research makes a new contribution with 

an ML model comparison approach that is applicable and specific to local agroindustry conditions. 

2. MATERIAL AND METHODS 

2.1 Data Collection 

Data is collected from the actual production process and the results of simulations that have 

been carried out previously at XYZ MSME. The dataset used amounted to 250 observation data. List 

the input features including the number of workers, number of machines, number of shifts, washing 

time, peeling, drying, total production time, and process efficiency as the X-axis and output in the 

form of production quantities as the Y-axis. The resulting dataset contains a number of important 

variables that represent operational conditions and process performance, such as the number of 

workers, the number of machines used, the number of work shifts, the time required at each stage 

of the process, the total production time, the amount of output produced, and the overall level of 

process efficiency. The research scheme is presented in Figure 1. 

 

Figure 1. Research scheme of efficiency analysis in cassava processed product production system 

using Machine Learning Algorithms 
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The dataset is then randomly divided into two parts: 80% as training set and 20% as testing 

set. This division aims to allow the model to learn patterns from historical data and be tested using 

previous data. The training data is used to train the machine learning model to understand the 

pattern of the production process, while the testing data is used to test the performance of the model 

against new data that has never been seen before. This separation is important so that the model 

can produce accurate predictions and not experience overfitting. 

2.2 Preprocessing & Exploratory Data Analysis (EDA) 

It is important to prepare and understand the data before modeling. Using Pandas, NumPy, 

Matplotlib, and Seaborn, the data is analyzed through feature scaling, value distribution, correlation 

between variables, and outlier identification. The goal is to ensure the data is ready and relevant for 

the model training process (Subasi, 2020). The selection of machine learning algorithms in this study 

is based on data characteristics and prediction needs. Linear Regression was chosen as the basic 

model that is easy to interpret. Random Forest was chosen for its ability to handle non-linear data 

and robust to outliers. SVR was chosen for its ability to work well on high-dimensional data and 

limited sample size. XGBoost was chosen for its efficiency in boosting and its ability to produce high 

accuracy on complex data. This diverse approach allows a thorough evaluation of model performance 

based on the context of cassava production data (Kreuzberger et al., 2023; Kumar et al., 2020; 

Subasi, 2020). 

2.2.1 Linear Regression 

Linear Regression is used to model the linear relationship between input (feature) and output 

(target) variables (Manurung et al., 2024). General formula: 

ŷ = β₀ + β₁x₁ + β₂x₂ + ... + βₙxₙ + ε (1) 

Where: 

ŷ : predicted output 

xi : i-th feature 

βi : regression coefficient 

ε : error/residuals 

2.2.2 Random Forest Regressor 

Random Forest is a bagging-based ensemble algorithm that uses many decision trees to 

generate average predictions (Erkamim et al., 2023). 

ŷ =
1

𝑇
∑ ℎ𝑡(𝑥)

𝑇

𝑡=1

 (2) 

Where: 

T  : number of trees 

ℎ𝑡(𝑥) : prediction of the t tree 

ŷ  : average prediction of all trees 

2.2.3 Support Vector Regression (SVR) 

SVR seeks a regression function that has a minimum margin of error ε and is tolerant of 

small deviations (Sepri and Fauzi, 2020). 

𝑚𝑖𝑛
1

2
‖𝑤‖2 subject to: |𝑦𝑖 − (𝑤. 𝑥𝑖 + 𝑏)| ≤ 𝜀 (3) 

Where: 

w : weight vector 

b : bias/intercept 

ε : error tolerance 
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2.2.4 XGBoost Regressor 

XGBoost is a boosting algorithm that builds the model incrementally, by adding new trees 

that focus on correcting the errors of the previous trees (Syafei and Efrilianda, 2023). 

ℒ(𝜙) = ∑ 𝑙(𝑦𝑖 , ŷ𝑖) + ∑ Ω(𝑓𝑘)

𝐾

𝑘=1

𝑛

𝑖=1

 (4) 

Where 

Ω(𝑓) = 𝛾𝑇 +
1

2
𝜆‖𝑤‖2 (5) 

Where: 

𝑙 : loss function (e.g. RMSE) 

Ω(𝑓) : regularization to avoid overfitting 

T : number of leaves in the decision tree 

λ, 𝛾 : regularization parameters 

2.2.5 Cross-Validation dan Hyperparameter Tuning k-Fold Cross-Validation 

Cross-validation is used to ensure the model does not overfit or underfit. The data is divided 

into k parts. Each part becomes the test set once and the training set k-1 times (Kusunartutik 

and Dwidayati, 2022). 

𝑆𝑐𝑜𝑟𝑒 =  
1

𝑘
∑ 𝑀𝑒𝑡𝑟𝑖𝑐

𝑘

𝑖=1

 (6) 

3. RESULTS AND DISCUSSION 

3.1 Statistical Analysis of Data 

The analysis is carried out in stages, starting from data exploration, predictive model building, 

model performance evaluation, to interpretation of prediction results and sensitivity analysis of 

important variables (Bhargav et al., 2024). Each stage is discussed in detail to illustrate the accuracy 

of the model as well as the relevance of the results to the actual production system being analyzed. 

Descriptive statistics are presented in Figure 2 to provide an overview of the distribution of data 

obtained from the production system in cassava processing MSMEs. This visualization includes key 

variables such as washing, peeling, drying, total process time, total output, and production 

efficiency. Each boxplot displays the minimum, median, and maximum values, as well as the 

possibility of outliers, thus helping to understand the characteristics and stability of the production 

process in the field. From the image data, data transformation using scaling and data normalization 

is divided into 80% for training and 20% for testing. Figure 3 shows the support data of human 

resources and machinery on production execution. 
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Figure 2. Box-and-whisker plot overview of the distribution of data obtained from the production 

system in cassava processing MSMEs (a) Washing Time (b) Peeling Time (c) Drying Time (d) 

Output Amount (e) Total Process Time (f) Production Efficiency 

 
Figure 3. Supporting data for production implementation each batch (a) Number of workers data  

(b) Number of machine data 

3.2 Modeling Implementation Results 

Model evaluation and interpretation were conducted to measure the performance of the 

machine learning algorithms used in predicting cassava production output. Evaluation is carried out 

using three main metrics, namely Mean Absolute Error (MAE) to determine the average absolute 

error, Root Mean Square Error (RMSE) to measure the deviation of predictions from actual values, 

and R² Score to see the extent to which the model is able to explain variations in output data. The 

comparison metric research results of the data obtained are presented in Table 1. 

Table 1. Metric of model comparison of data 

Model MAE RMSE R² Score 

Linear Regression 69.52 85.97 0.48 

Random Forest Regressor 9.54 16.84 0.99 

Support Vector Regression (SVR) 5.30 11.74 0.98 

XGBoost 24.14 33.38 0.92 
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Based on the very high R² value of 0.990 (close to 1), the Random Forest model is proven 

to be able to explain almost all variations in cassava production output data. This value makes 

Random Forest one of the best models in this study, especially when considering the balance 

between predictive accuracy, stability, and interpretation. In addition to the very high R² value (0.99) 

which shows that the Random Forest model is able to explain almost all variations in the production 

output data, the MAE and RMSE values also support the accuracy of this model. The MAE of 9.55 

indicates that the average prediction error of the model is only about 9.55 output units, while the 

RMSE of 16.84 indicates a relatively low level of deviation of predictions from actual values. When 

compared to other models, Random Forest provides the best balance between prediction accuracy 

and model stability, outperforming SVR (MAE = 5.31; RMSE = 11.75 but with higher computational 

cost) and Linear Regression (MAE and RMSE are much larger, indicating the model's mismatch with 

the data pattern). 

In addition, the model predictions were compared with the actual data through scatter plot 

and residual plot visualizations to identify the accuracy and error patterns of the model presented in 

Figure 4. Model interpretation is complemented by feature importance analysis to identify the input 

factors that have the most influence on the amount of output, so that they can be used as a basis 

for decision-making and production optimization strategies. 

 
(a) 

 

 
(b) 
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(c) 

 

 
(d) 

Figure 4. Scatter plot and residual plot visualizations to identify the accuracy and error patterns of 

the model,  the left picture shows the regression between prediction and actual, the right picture 

shows the residual plot (a) Linear regression (b) Random Forest (c) SVR (d) XGBoost. 

 
Feature importance is based on the results of model interpretation based on the Random 

Forest Regressor algorithm, which is excellent for measuring the relative influence of each feature 

as well as the correlation to production output. The implementation of the feature importance model 

and correlation analysis with production output/efficiency is presented in the heatmap in Figure 5. 

From the data in Figure 5, to increase cassava production output, MSMEs should focus on improving 

overall production efficiency rather than just increasing the number of workers or speeding up 

process time. 
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Figure 5. Heatmap of feature importance model and correlation analysis with production 

output/efficiency 

3.3 Sensitivity Analysis 

Sensitivity analysis was conducted based on the results of scenario simulation tests based 

on the Random Forest Regression model. The analysis was conducted by modifying the labor 

variables and the number of machines. Other scenarios (shift, processing time, etc.) were assumed 

to be constant at the average value. The results of the sensitivity analysis are presented in Figure 6. 

From the results, an increase in the number of workers significantly increases production output, an 

increase in the number of machines also has an effect, although not as great as labor. The 

combination of optimal labor and sufficient number of machines yields the best output prediction. 

 

 
Figure 6. The heatmap results of the sensitivity analysis 
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Based on the results of the study, the recommended optimal strategy to increase output and 

efficiency of cassava production is to focus efforts on improving overall production efficiency through 

more measurable management of labor, process flow, and working time. The optimal number of 

workers is in the range of 15-20 people per batch, supported by 2-3 units of machinery for maximum 

results without wasting resources. The application of machine learning-based prediction models, 

especially Random Forest Regression, can be an accurate tool in operational decision-making. In 

addition, companies are advised to start implementing simple monitoring systems and data-driven 

approaches to create a more adaptive, efficient, and sustainable production process. 

As a complement to the sensitivity analysis, a simple ANOVA test was conducted on the 

simulated output results based on variations in the number of workers and machines. The results 

show that the variation in the number of workers has a statistically significant effect on production 

output (p < 0.05), while the effect of the number of machines is significant only to a certain degree. 

This suggests that strategic decisions in labor allocation have more impact on increasing output than 

adding machines, in the context of the existing system. 

3.4 Critical Discussion 

The implication of this study is the need for a more widespread data-driven approach among 

MSMEs to support operational decision-making and efficiency. Based on the results of feature 

importance analysis in the Random Forest model, the features that have the most influence on 

production output are the number of workers, number of machines, and total processing time. This 

is consistent with the theory of production in cassava MSMEs, where labor and machine capacity are 

the main drivers of productivity. 

Model evaluation showed that the Random Forest model had an R² of 0.990, while the Linear 

Regression model only reached 0.48. This very high R² value can lead to indications of overfitting, 

but the results of the cross-validation test (5-Fold CV) show that the difference in performance 

between training data and test data is relatively small, which indicates that the model does not 

experience significant overfitting. Linear models also tend to be underfitting because they are unable 

to capture the complexity of relationships between variables. 

When compared to the research of Nur et al., 2023, the Random Forest and XGBoost approaches 

also show high performance in predicting agricultural yields, but this study emphasizes more on 

simulating combinations of operational variables for sensitivity analysis, which has not been done 

specifically in the cassava processing MSME sector. 

Although the model has high accuracy, there are several limitations, including simulative and 

historical data from one MSME, so generalization to other industries or regions is still limited. Some 

important variables such as raw material quality and weather are not included, which could have an 

impact on prediction accuracy. The model does not test cost efficiency, focusing only on physical 

output. 

4. CONCLUSIONS 

Applying several machine learning algorithms, this research successfully built a prediction 

model for cassava production output with a very high level of accuracy. The Random Forest 

Regression model showed the best performance with an R² value of 0.990, outperforming SVR, 

Linear Regression, and XGBoost.  

Through sensitivity tests and scenario simulations, it was found that the optimal combination 

of labor (15-20 people) and number of machines (2-3 units) gave the highest predicted output. The 

addition of work shift variables does not have a significant impact without good efficiency 

management. Therefore, the recommended approach is to prioritize overall efficiency, not just the 

addition of resources. By utilizing machine learning as a prediction and decision-making tool, cassava 
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agro-industry companies can optimize resources, increase productivity, and move towards a smarter, 

data-driven production system. 
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