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Abstrak 

Obesitas merupakan masalah kesehatan yang signifikan yang terkait dengan berbagai 

penyakit kronis, sehingga klasifikasi dini menjadi sangat penting untuk intervensi yang efektif. 

Studi ini bertujuan untuk meningkatkan akurasi klasifikasi obesitas pada dataset yang tidak 

seimbang dengan mengintegrasikan teknik Synthetic Minority Over-sampling Technique 

(SMOTE) dengan algoritma Support Vector Machine (SVM) menggunakan kernel Radial Basis 

Function (RBF) dan Linear. Ketidakseimbangan data diatasi dengan menerapkan SMOTE dan 

Random Undersampling (RUS) untuk mengevaluasi performa model dalam berbagai kondisi. 

Temuan penelitian menunjukkan bahwa teknik penyeimbangan secara substansial meningkatkan 

kinerja klasifikasi, dengan model SVM Linear mencapai akurasi tertinggi sebesar 96,54% saat 

data diseimbangkan menggunakan SMOTE. Selain itu, hasil juga menunjukkan bahwa SMOTE 

lebih unggul dibandingkan RUS dalam mempertahankan informasi penting, dan bahwa model 

kernel Linear lebih robust terhadap dataset ini dibandingkan dengan kernel RBF. Temuan ini 

menekankan pentingnya penanganan ketidakseimbangan data dalam tugas klasifikasi yang 

berkaitan dengan kesehatan untuk memastikan prediksi yang adil dan akurat. 

 

Kata kunci—Obesitas, SMOTE, RUS, RBF, Linear 

 

Abstract 

Obesity is a significant health issue associated with various chronic diseases, making 

early classification essential for effective interventions. This study aims to enhance obesity 

classification accuracy on imbalanced datasets by integrating the Synthetic Minority Over-

sampling Technique (SMOTE) with Support Vector Machine (SVM) classifiers using Radial Basis 

Function (RBF) and Linear kernels. The dataset imbalance was addressed using SMOTE and 

Random Undersampling (RUS) to evaluate the models under different conditions. The findings 

demonstrate that balancing techniques substantially improve classification performance, with the 

Linear SVM model achieving the highest accuracy of 96.54% when balanced using SMOTE. 

Moreover, results indicate that SMOTE outperforms RUS by preserving more information, and 

that the Linear kernel model is more robust for this dataset compared to the RBF kernel. These 

insights highlight the importance of handling data imbalance in health-related classification tasks 

to ensure fairness and accuracy. 
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1. INTRODUCTION 

 

Obesity is a medical condition defined as disproportionate fat storage in the body that 

might adversely affect health [1]. Over time, a major cause of health problems is eating more 

calories than the body uses. The extra calories are stored as fat, leading to various health issues[2]. 

A sedentary lifestyle, fast-paced work life, and changing eating habits are causing many adults to 

have difficulty controlling their weight [3], [4]. In recent years, obesity become a major health 

issue affecting people all over the world [5], [6]. This is why it has become a serious issue that 

harms a person's physical health, lowers their quality of life, and shortens their overall life 

expectancy [7]. Obesity negatively impacts many parts of the body, including the endocrine 

system, heart and blood vessels, lungs, digestive system, skin, urinary and reproductive systems, 

and bones and muscles [8]. The World Health Organization (WHO) states that obesity leads to 

serious health problems, including heart diseases, diabetes, cancer, and various musculoskeletal 

disorders [9], [10]. According to WHO, over 2.8 million adults die every year from health issues 

caused by being overweight or obese [11]. The Public Health Agency of Turkiye has found that 

being overweight is a significant health concern, causing over 1 million deaths annually across 

the European Region [12].  

Machine Learning algorithms have transformed the healthcare industry by providing 

advanced classification methods. These techniques are widely used for tasks like diagnosing 

diseases, predicting health risks, and recommending effective treatments. These algorithms 

leverage large datasets to identify patterns and relationships within medical data, allowing for 

more accurate and efficient decision-making. They have demonstrated remarkable power in 

distinguishing between disease states, stratifying patients based on risk profiles, and optimizing 

treatment strategies [13], [14] 

Various studies have explored the use of machine learning algorithms in predicting 

obesity risk with various approaches. Study [15] comparing KNN, Naïve Bayes, and SVM 

algorithms found that Decision Trees achieved the highest accuracy at 84.98% for specific 

datasets. Study [16] focused on predicting obesity in adults, utilizing algorithms such as Logistic 

Regression, Classification and Regression Trees, and Naïve Bayes. Logistic Regression emerged 

as the best performer with an accuracy of 72% and an AUC of 79%, supported by SMOTE to 

address data imbalance. Study [17] investigated the effect of physical activity on obesity 

prediction. They tested a wide array of algorithms, including Naïve Bayes, RBF, KNN, CVR, and 

others. The Random Subspace algorithm provided the best result with an accuracy of 67% and an 

AUC of 64%. Study [18] aimed to identify risk factors predicting obesity using machine learning 

classifiers. Multi-Layer Perceptron (MLP) was the top performer with an AUC of 78%, among 

other tested models like Random Forest, SVM, and Logistic Regression. Meanwhile, Study  [19] 

applied various ML techniques to build a model for identifying a person’s obesity. Decision Tree 

achieved the highest accuracy of 78%, outperforming other models like SVM, KNN, and Gradient 

Boosting. 

Although various algorithms have been used, obesity prediction still faces two main 

challenges that need to be addressed: the complexity of the relationships between variables 

influencing obesity, which are often non-linear, and the data imbalance between healthy 

individuals and those with obesity, where the number of healthy individuals is much larger, 

causing machine learning models to be biased towards the majority class. To address this issue, 

various data balancing techniques such as SMOTE (Synthetic Minority Over-sampling 

Technique)  and Random Undersampling (RUS) are often applied [20]. SMOTE works by 

generating synthetic data for the minority class, while RUS reduces the amount of data from the 

majority class, aiming to create a more balanced data distribution and prevent model bias. The 

use of these two techniques can improve model accuracy and assist in the development of more 

effective intervention strategies. 

This study aims to explore the use of SVM with linear and Radial Basis Function (RBF) 

kernels in predicting obesity, focusing on the development of a more accurate model through the 

application of data balancing techniques. The combination of linear and RBF kernels allows for 
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handling data with complex non-linear relationships, while the implementation of SMOTE and 

RUS is expected to address the class imbalance issue in obesity data. With this approach, it is 

hoped that the resulting model can provide more reliable results in predicting obesity and its risk 

factors, as well as support the development of more targeted interventions.  

 The main contribution of this research is the application of machine learning techniques 

using SVM, which utilizes both types of kernels to handle complex data. In addition,  this study 

uses data balancing methods to enhance the accuracy of obesity classification, which plays a 

crucial role in creating better and more reliable models for obesity classification. Therefore, this 

study specifically aims to develop a robust and accurate obesity classification model by applying 

SMOTE to handle data imbalance and utilizing Support Vector Machine (SVM) classifiers with 

Radial Basis Function (RBF) and Linear kernels. The goal is to improve predictive performance 

and ensure balanced representation across all obesity classes, addressing critical challenges often 

encountered in healthcare datasets. 

  

2. METHODS 

 

The aim of this research is to explore the issues related to data imbalance in obesity 

classification datasets. 

 

 
Figure 1. Research Implementation 

 

As shown in Figure 1, this study involves several steps. First, preprocessing is done on 

the imbalanced obesity data from companies. During this step, data is labeled and scaled. Next, 

cross-validation is applied using 10-fold validation. Afterward, the classification process is 

carried out using SVM algorithms with both Radial Basis Function and Linear Kernels. Finally, 

the performance of the classification model is evaluated to determine its effectiveness in 

predicting obesity. 

2.1 Imbalance Dataset in Obesity Classification 

 The dataset used in this study is presented in Table 1. It contains the features and variables 

essential for the classification of obesity, providing the foundation for the analysis and model 

development.  
Table 1. Obesity Dataset  

 
Gender Age Height Weight Family 

History 
Overweight 

FAFC FCVC NCP CAEC SMO
KE 

CH20 SCC FAF TUE CALC MTRANS NObeyesdad 

Female 21 1.62 64.00 Yes No 2.0 3.0 Sometimes No 2.00 No 0,00 1.00 No Public 
Transport 

Normal Weight 

Female 21 1.52 56.00 Yes No 3.0 3.0 Sometimes Yes 2.00 Yes 3.00 0.00 Someti
mes 

Public 
Transport 

Normal 
Weight 

Male 23 1.80 77.00 Yes No 2.0 3.0 Sometimes No 2.00 No 2.00 1.00 Frequentl
y 

Public 
Transpor 

Normal Weight 

Male 27 1.80 87.00 No No 3.0 3.0 Sometimes No 2.00 No 2.00 0.00 Frequentl
y 

Walking Overweight 
Level 1 

Male 22 1.80 89.00 No No 2.0 1.0 Sometimes No 2.00 No 0.00 0.00 Sometim
es 

Public 
Transport 

Overweight 
Level 2 

… … … … … … … … … … … … … … … … … 
Female 20 1.71 131.40 Yes Yes 3.0 3.0 Sometimes No 1.72 No 1.67 0.90 Sometim

es 
Public 

Transport 
Obesity Type 3 

Female 21 1.74 133.74 Yes Yes 3.0 3.0 Sometimes No 2.00 No 1.34 0.59 Sometim
es 

Public 
Transport 

Obesity Type 3 

Female 22 1.75 133.68 Yes Yes 3.0 3.0 Sometimes No 2.05 No 1.41 0.64 Sometim
es 

Public 
Transport 

Obesity Type 3 

Female 24 1.73 133.34 Yes Yes 3.0 3.0 Sometimes No 2.85 No 1.13 0.58 Sometim
es 

Public 
Transport 

Obesity Type 3 

Female 23 1.73 133.47 Yes Yes 3.0 3.0 Sometimes No 2.86 No 1.02 0.71 Sometim
es 

Public 
Transport 

Obesity Type 3 
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Table 1 presents the initial dataset used for the classification of obesity. Data imbalance 

is one of the primary challenges in obesity classification. This issue arises when the number of 

samples in the majority class significantly outweighs those in the minority class, such as 

individuals with insufficient weight (272 samples) or higher obesity levels like Obesity Type 3 

(324 samples). The dataset used in this study, which originates from Kaggle, consists of seven 

weight-based categories: Insufficient Weight (272 samples), Normal Weight (287 samples), 

Overweight Level 1 (290 samples), Overweight Level 2 (290 samples), Obesity Type 1 (351 

samples), Obesity Type 2 (297 samples), and Obesity Type 3 (324 samples), totaling 2,111 

samples. This imbalance can cause machine learning models to favor the majority class, leading 

to reduced accuracy for the minority classes, which are often critical for health-related 

interventions. Data balancing techniques such as SMOTE and RUS are employed to address this. 

SMOTE generates synthetic samples for minority classes by interpolating existing data points, 

while RUS reduces the size of the majority class by selecting a representative subset.  

These techniques help mitigate bias, improve classification performance for minority 

classes, and ensure fairer and more accurate predictions, thereby supporting the development of 

effective intervention strategies. 

2. 2 Preprocessing 

During this stage, several steps are taken to ensure the data is properly prepared for 

modeling. These steps include removing any empty or duplicate entries, scaling the data into 

numerical values using a standard scaler, and labeling the data correctly. Labeling is crucial 

because it defines and organizes each data point, allowing the data to be grouped based on similar 

features. This is particularly important for processes like SMOTE and RUS, which are used for 

balancing the data and will be explained in the next section. For example, the preprocessing steps 

applied to the data in Table 1 are shown in Table 2. 
 

Table 2. Preprocessing Results 

2. 3 Balancing Data 

Data balancing is a technique used to address class imbalances in a dataset to ensure that 

machine learning models are not biased toward the majority class. The following are the 

techniques commonly used to handle data imbalance: 
  

a. Using Syntetic Minority Oversampling (SMOTE) 

SMOTE is an effective technique for handling class imbalance in datasets by creating 

synthetic examples of the underrepresented class [21].  It works by generating new data points 

for the minority class through interpolation between existing instances of that class, helping 

to create a more balanced dataset. SMOTE helps to mitigate the problem of biased 

classification models that tend to favor the majority class due to its higher representation in 

the dataset. By introducing syntethic samples, SMOTE enhances the diversity of the minority 

class, allowing machine learning algoritms to better learn the underlying patterns and improve 

Gender Age Height Weight Family 
History 

Overweight 

FAFC FCVC NCP CAEC SMOKE CH20 SCC FAF TUE CALC MTRANS NObeyesdad 

0 21 1.62 64.00 1 0 2.0 3.0 2 0 2.00 0 0,00 1.00 3 3 1 

0 21 1.52 56.00 1 0 3.0 3.0 2 1 2.00 1 3.00 0.00 2 3 1 
1 23 1.80 77.00 0 0 2.0 3.0 2 0 2.00 0 2.00 1.00 1 3 1 
1 27 1.80 87.00 0 0 3.0 3.0 2 0 2.00 0 2.00 0.00 1 4 5 
1 22 1.80 89.00 0 0 2.0 1.0 2 0 2.00 0 0.00 0.00 2 3 6 
… … … … … … … … … … … … … … … … … 
0 20 1.71 131.40 1 1 3.0 3.0 2 0 1.72 0 1.67 0.90 2 3 4 
0 21 1.74 133.74 1 1 3.0 3.0 2 0 2.00 0 1.34 0.59 2 3 4 
0 22 1.75 133.68 1 1 3.0 3.0 2 0 2.05 0 1.41 0.64 2 3 4 
0 24 1.73 133.34 1 1 3.0 3.0 2 0 2.85 0 1.13 0.58 2 3 4 
0 23 1.73 133.47 1 1 3.0 3.0 2 0 2.86 0 1.02 0.71 2 3 4 
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classification performance. This technique has been widely adopted in various fields, 

including healthcare [22], [23], finance [24], [25], and image recognition [26], [27], this 

method is particularly useful in situations where datasets are imbalanced, leading to more 

accurate and reliable predictive models. 
 

b. Using Random Undersampling (RUS) 

Undersampling is one of the simplest methods for addressing unbalanced data. Random 

undersampling involves calculating the difference in the number of instances between the 

majority and minority classes. Next, random instances are selected and removed from the 

majority class until the number of instances in the majority class equals the number in the 

minority class. This technique aims to balance the distribution of data across classes. Random 

undersampling helps prevent machine learning models from being biased toward the majority 

class by reducing the number of instances in that class. This process improves the model’s 

ability to accurately classify instances from the minority class [28]. 

2. 4 Cross Validation 

Cross-validation is a crucial step to ensure that the model’s performance is robust and not 

biased by the specific partition of training and testing data. In this study, a 10-fold cross-validation 

technique was used, where the dataset was divided into 10 equal subsets. For each iteration, nine 

subsets were used for training the model, and the remaining one subset was used for testing. This 

process was repeated 10 times as shown in Figure 2, ensuring that each subset was used for testing 

exactly once. By averaging the results across all iterations, cross-validation provides a reliable 

estimate of the model’s generalization capability [29]. This approach mitigates the risk of 

overfitting, particularly when working with imbalanced datasets, and ensures that the model’s 

performance metrics, such as accuracy, precision, recall, and F1-score, reflect its true predictive 

power across diverse data distributions. 
 

 
Figure 2. Cross Validation 

2. 5 Model Implementation 

Support Vector Machine (SVM) is one of the machine learning methods used for 

classification. SVM converts data into a higher-dimensional space to find a hyperplane that 
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separates different classes with the largest margin. In the context of SVM with kernels, there are 

two types of kernels that are often used: 
 

a. Radial Basis Function  

The Radial Basis Function (RBF) kernel is useful when the data is unevenly distributed. 

When using RBF for training, two key parameters need to be considered, C and gamma. The 

C parameter controls how much the model tries to avoid errors when classifying the training 

data. A higher C value reduces the misclassification of the training data. The gamma 

parameter determines the range of influence a single training data point has. A smaller gamma 

value means that the influence of each data point reaches farther, affecting a larger area. 

Equation (1) is used for RBF kernel [30]. 

                                                    K (𝑥, y) = exp (−𝛾 || 𝑥 − y ||2)                 (1) 

 

b. Linear  

The linear kernel, also known as a soft margin, aims to find a straight line (hyperplane) 

that best separates the data. However, it allows for some misclassifications. Even though it 

permits a few errors, the linear kernel still strives to find a line that maximizes the margin and 

minimizes misclassification. The level of tolerance for misclassification significantly impacts 

the accuracy of the hyperplane. In sklearn, this tolerance is controlled by the C parameter. A 

higher C value means less tolerance for misclassifications and results in a narrower margin. 

Equation (2) is used for linear kernel [30]. 

 

                  K(x,y) = x.y + C                                                           (2) 

2. 6 Model Evaluation 

The outcomes of the analytical models are examined in this part according to assessment 

metrics, including accuracy, precision, recall, and F-measure. Furthermore, a rationale is given 

for the choice of model that is best for predicting obesity levels based on the comparison that was 

made. The effectiveness of SVM, NB, and KNN is evaluated using four categories. They are False 

Positive (FP), True Negative (TN), True Positive (TP), and False Negative (FN) [31]. 

 

Accuracy shows how often the model gets things right. It’s the total correct predictions divided 

by all predictions. Equation (3) is used for accuracy [31]. 
  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP +T N

TP + TN + FP + FN
                  (3) 

 

    Precision is when the model predicts positively and how often the prediction is correct. 

Equation (4) is used in precision [31]. 

    𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

FP + TP
                   (4) 

      

    

    Recall is when the actual class is positive and how much the model predicts it to bes positive. 

Equation (5) is used in the recall [31]. 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

FN + TP
        (5) 

 

   Equation (6) combines precision and recall into one score to give a balanced view. It’s useful 

when we care about both finding positives and being accurate [31].  
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    𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 x precision x recall

precision + recall
      (6) 

 

 

3. RESULTS AND DISCUSSION 
 

In this study, different scenarios were tested to explore the effects of oversampling with 

SMOTE and undersampling with RUS on class imbalance. The goal was to understand how these 

techniques impact the balance of datasets. The study used both RBF and Linear SVM models as 

classifiers to analyze imbalanced and balanced datasets after applying SMOTE and RUS. For 

each scenario, the data was evaluated using 10-fold cross-validation, as explained earlier, to 

ensure reliable model performance and reduce the risk of overfitting. 

 

3.1 Handling Data of Data Imbalance 

At this stage, the researcher applies SMOTE and RUS to address the issue of imbalanced 

data. SMOTE increases the number of instances in the minority class to balance the dataset with 

the majority class, while RUS reduces the number of instances in the majority class to correct the 

imbalance. As shown in Figure 6, the Obesity Classification dataset had an imbalance, with the 

following number of instances in each class: Insufficient Weight (272), Normal Weight (287), 

Overweight Level 1 (290), Overweight Level 2 (290), Obesity Type 1 (351), Obesity Type 2 

(297), and Obesity Type 3 (324). 

As shown in Figure 3 and Figure 4, the number of instances in the minority class has 

increased after applying SMOTE and RUS. This shows that both techniques have successfully 

created synthetic samples, balancing the dataset with the majority class. As a result, the Obesity 

dataset is ready for use in developing machine learning models. 

 

   
            Figure 3. Imbalance Data                    Figure 4. Balance Data with SMOTE and RUS 

 

3.2 Testing Scenarios 

The testing scenarios are shown in Table 3. This testing involved using both the Radial 

Basis Function (RBF) kernel and the Linear Model of SVM for the modeling process. The tests 

were carried out using both imbalanced and balanced datasets. 
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Table 3. Testing Scenarios 

 
No Testing Data Kernel 

1 Imbalanced Data Radial Basis Function, Linear 

2 Balanced Data with SMOTE Radial Basis Function, Linear 

3 Balanced Data with RUS Radial Basis Function, Linear 

 

 

3.3 Testing Result 

Integrating SMOTE for oversampling and RUS for undersampling has a positive impact 

on the classification performance of the obesity dataset. As shown in Table 4, the RBF model 

with imbalanced data achieves an accuracy of 89%, while the Linear model reaches 96%. These 

results suggest that both models work well with imbalanced data but perform even better when 

data balancing techniques are applied. 
Table 4. Model Performances 

 
Kernel Data Balancing 

Technique 

Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

RBF Imbalanced Data 89 89 89 89 

 Balanced with SMOTE 93.84 94.10 93.84 93.84 

 Balanced with RUS 93.13 93.49 93.13 93.15 

Linear Imbalanced Data 96 96 96 96 

 Balanced with SMOTE 96.54 96.66 96.54 96.54 

 Balanced with RUS 96.44 96.58 96.44 96.44 

 

After applying SMOTE, the RBF model's accuracy improves by 4.84%, with 

corresponding increases in precision, recall, and F1-score of 4.10%, 4.84%, and 4.84%, 

respectively. Similarly, the Linear model shows an accuracy improvement of 0.54%, with slight 

enhancements across all metrics. When using RUS, the RBF model's accuracy increases by 

4.13%, while the Linear model improves by 0.44%, maintaining consistent performance across 

evaluation metrics. These results highlight the effectiveness of SMOTE and RUS in enhancing 

classification accuracy and reducing bias toward the majority class. 

 

 
Figure 5. Model Performance SMOTE and RUS 
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The performance of each scenario is shown in Figure 5. Both the Radial Basis Function 

and Linear models produce more satisfactory results when processed with SMOTE and RUS. 

This can be seen in Figure 3, where the Obesity Classification data is unevenly distributed. This 

result supports the findings from previous studies [32], which suggest that if the class imbalance 

is not addressed, the model’s performance will suffer. Both the Radial Basis Function and Linear 

models showed improved performance when applied to datasets balanced using SMOTE and 

RUS, resolving the issue of imbalanced data. This aligns with research conclusions [32], 

highlighting that fixing class imbalance significantly boosts performance. The use of SMOTE and 

RUS to handle imbalanced data proves to be an effective method for improving model 

performance on obesity datasets. This demonstrates that the data balancing process successfully 

enhanced model accuracy. Addressing class imbalance is crucial as it ensures that all categories 

are properly represented during training, resulting in more accurate and fair predictions. The 

findings of this study show an improvement in the performance of each model. However, The 

Linear model balanced with SMOTE performs better than RUS and RBF kernel methods because 

SMOTE creates high-quality synthetic samples for the minority class, helping the Linear model 

better understand the relationships in the data. Unlike the RBF kernel, which can be sensitive to 

noise and requires more tuning, the Linear model is simpler, faster, and works well with linearly 

separable data. This combination makes SMOTE with the Linear model a powerful and reliable 

choice for addressing class imbalance, ensuring better representation and fairer predictions across 

all classes. 

The superior performance of the Linear SVM model combined with SMOTE can be 

explained by the characteristics of the dataset used in this study. After balancing, the data 

distribution becomes more linear, enabling the Linear kernel to distinguish between classes more 

effectively without experiencing overfitting. In contrast, the RBF kernel, which maps data into 

higher dimensions, becomes more sensitive to noise introduced during the oversampling process, 

resulting in slightly lower generalization capability. Furthermore, SMOTE has proven to be a 

more effective balancing technique compared to RUS, as it enriches the minority class without 

sacrificing valuable samples from the majority class, thereby preserving critical information 

necessary for accurate classification. Although SMOTE significantly improved the overall 

performance of the model, there remains a potential risk of overfitting due to synthetic data. 

Therefore, future research may consider applying techniques such as Grid Search Cross 

Validation (Grid CV) to optimize the model’s hyperparameters, aiming to achieve more accurate 

classification results and better generalization. These findings emphasize that proper data 

balancing and model selection are crucial when handling imbalanced datasets, particularly in 

sensitive domains such as healthcare. 

 

3.4 Comparison to Other Studies 

 

 
Figure 6. Comparison of the Proposed Model with Other Studies 

84,98% 78%
72% 67%

78%
89,00%

96,54%

0,00%
20,00%
40,00%
60,00%
80,00%

100,00%

Study [15] Study [16] Study [17] Study [18] Study [19] Study  [32] Proposed
Linear

Kernel with
SMOTE

Decision Tree Logistic Regression

Random Subspace Multi-Layer Perceptron

SVM-RBF Kernel SMOTE SVM with Linear Kernel
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Based on Figure 6, the proposed model utilizing SVM linear kernel and SMOTE, 

achieves an accuracy of 96.54%, making it the most effective among the compared studies. This 

accuracy surpasses the results of study [15] achieved 84.98% using a Decision Tree, and study 

[18], [19] both reported 78% accuracy using Multi-Layer Perceptron and Decision Tree models, 

respectively. Additionally, study [16] reached 72% accuracy with Logistic Regression, and study 

[17] achieved only 67% using the Random Subspace method. The significant leap in accuracy 

indicates that the proposed model delivers a substantial improvement over previous studies. This 

improvement likely stems from the integration of SVM, which excels in handling complex 

decision boundaries, and SMOTE, which effectively addresses class imbalance issues, enhancing 

the model's ability to generalize and deliver precise predictions. 

 

4. CONCLUSIONS 
 

The results of this study demonstrate that applying data balancing techniques such as 

SMOTE and RUS effectively improves the performance of machine learning models in obesity 

classification. The Linear model consistently outperformed the RBF model across all scenarios, 

achieving the highest accuracy of 96.54% when balanced with SMOTE. Despite these 

advancements, challenges persist, including slightly lower recall for minority classes and the 

potential for overfitting due to synthetic data generation. These findings emphasize the 

importance of carefully selecting balancing techniques and optimizing hyperparameters to 

achieve equitable and robust classification performance. This study focuses on SMOTE and RUS 

for data balancing. Future research could implement hyperparameter tuning, such as Grid CV, 

and explore other methods that combine oversampling and undersampling for potentially 

improved results.  
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