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Abstrak 

Perkembangan teknologi digital telah mempercepat transformasi layanan transportasi 

daring, yang meningkatkan persaingan dan mendorong inovasi untuk peningkatan kualitas 

layanan. Sebagai platform unggulan di Indonesia, Grab menghadapi berbagai permasalahan, 

seperti kualitas pelayanan pengemudi, sistem pembayaran, dan stabilitas aplikasi, yang 

terefleksikan melalui ulasan pengguna di Google Play Store. Penelitian ini bertujuan 

memperoleh wawasan strategis melalui evaluasi model Support Vector Machine (SVM) berbasis 

kernel linear, yang diintegrasikan dalam platform Streamlit, guna memprediksi sentimen ulasan 

pengguna Grab. Data dikumpulkan melalui web scraping dan diproses dengan teknik tokenisasi, 

penghapusan stopword, dan stemming untuk meningkatkan akurasi model. Hasil penelitian 

diimplementasikan dalam situs web interaktif Streamlit dengan dua fitur utama, yaitu prediksi 

sentimen dan visualisasi plot. Fitur prediksi menampilkan distribusi sentimen, metrik performa, 

confusion matrix, serta laporan klasifikasi, sedangkan fitur visualisasi menampilkan word cloud, 

diagram batang, dan diagram lingkaran. Evaluasi model menunjukkan akurasi 83%, presisi 85%, 

recall 83%, dan F1-score 81% dalam lingkungan Streamlit. Temuan ini diharapkan dapat 

memberikan kontribusi bagi pengembang dan pemangku kepentingan dalam meningkatkan 

layanan Grab serta mengembangkan metode prediksi sentimen yang lebih efektif. 

Kata kunci— Prediksi Sentimen, SVM Linear, Streamlit, Grab, Transportasi Online 

Abstract 

 Advances in digital technology have accelerated the transformation of online 

transportation services, intensifying competition and driving innovations to enhance service 

quality. As a leading platform in Indonesia, Grab faces various challenges, including driver 

service quality, payment systems, and application stability, as reflected in user reviews on Google 

Play Store. This study aims to gain strategic insights by evaluating a linear kernel-based Support 

Vector Machine (SVM) model integrated into the Streamlit platform to predict the sentiment of 

Grab user reviews. Data were collected via web scraping and processed using tokenization, 

stopword removal, and stemming techniques to improve model accuracy. The model was 

implemented on an interactive Streamlit website featuring two main functionalities: sentiment 

prediction and plot visualization. The sentiment prediction feature presents sentiment 

distribution, performance metrics, a confusion matrix, and a classification report, while the 

visualization feature displays interactive word clouds, bar charts, and pie charts. The model 

evaluation in the Streamlit environment demonstrated an accuracy of 83%, a precision of 85%, 

a recall of 83%, and an F1-score of 81%. These findings are expected to contribute to developers 

and stakeholders in enhancing Grab services and advancing more effective sentiment prediction 

methods. 
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1. INTRODUCTION 

 

The rapid advancement of digital technology has revolutionized many industries, notably 

the app-based transportation sector. Digital platforms have evolved from being mere sources of 

data to comprehensive ecosystems that offer a wide range of services. This transformation has 

enabled companies to integrate various functionalities into a single application, thereby enhancing 

user convenience and operational efficiency [1]. 

Grab, a leading ride-hailing service in Southeast Asia, has emerged as a pivotal player in 

this digital transformation. In Indonesia, Grab provides diverse services including transportation, 

food delivery, logistics, and daily errands. Despite its widespread popularity and extensive driver 

network covering 224 cities [2], the application faces persistent challenges such as app stability, 

driver performance, delivery speed, and complex payment systems. 

The significance of sentiment analysis in evaluating these challenges cannot be 

overstated. Sentiment analysis, or opinion mining, automates the extraction of subjective 

information from user-generated content, thereby providing critical insights into public 

perception. This analytical approach is essential for understanding user satisfaction and 

identifying areas in need of service improvement [3]. 

Previous studies have applied various machine learning techniques to sentiment analysis 

across diverse contexts. For example, Ar’bah Lailany and Lestari utilized the K-Nearest 

Neighbors (KNN) method to analyze public sentiment regarding declining marriage rates in 

Indonesia, despite encountering low precision and recall for negative sentiments [4]. Similarly, 

Fatkhudin et al. employed Decision Trees to assess perceptions of AI-assisted thesis writing, 

reporting high recall but low precision for negative sentiments [5]. Pradipta and Widodo further 

demonstrated robust performance using BERT for social media sentiment analysis during the 

COVID-19 pandemic, although overfitting was observed in early epochs [6]. 

Additional research has explored other approaches across digital platforms. Nurhusen et 

al. applied Logistic Regression to evaluate Twitter sentiments on fuel price hikes, while studies 

employing LSTM and BI-LSTM reported challenges such as bias toward negative sentiment and 

high computational demands [7][8][9]. Moreover, Naïve Bayes Classifiers have been used in 

sentiment analyses for reviews related to McDonald’s and Shopee, with limitations including the 

exclusion of neutral sentiment and low recall for positive reviews [10][11]. Katiandhago et al. 

and Aryanti et al. further highlighted issues related to low precision in certain contexts, although 

techniques such as SMOTE have shown promise in improving performance [12][13]. 

Building on these insights, Support Vector Machine (SVM) has emerged as an effective 

method for sentiment classification. Comparative studies indicate that SVM often outperforms 

Naïve Bayes Classifiers in accurately identifying both positive and negative sentiments, making 

it a strong candidate for handling complex textual data [14][15]. 

Motivated by the advantages of SVM and the challenges observed in previous research, 

the current study focuses on predicting sentiment in Grab user reviews. A linear SVM algorithm 

is employed to classify sentiments from reviews collected on the Google Play Store, aiming to 

address limitations found in earlier approaches. 

Furthermore, this study integrates the SVM model with Streamlit, an open-source 

framework that enables the development of interactive web applications. Streamlit facilitates the 

presentation of sentiment analysis results in an accessible and engaging format, thereby enhancing 

data exploration for both developers and general users [16]. 

The Grab user‐review dataset comprises 6,352 reviews collected between January 1 and 

November 10, 2024 via Python web scraping, extracting both review text and rating scores. After 

labeling, 54 % were positive, 39 % negative, and 7 % neutral, revealing user satisfaction trends. 

The methodology includes data preprocessing (case folding, cleaning, tokenization, stop‐word 
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removal, stemming), TF-IDF vectorization, an 80:20 train–test split, linear SVM training with 

hyperparameter tuning, and performance evaluation (accuracy, precision, recall, F1-score) before 

deployment in Streamlit. Technically, we fine-tune the SVM’s regularization parameter and 

integrate the pipeline within an interactive interface. Practically, this study enhances the authors’ 

skills in data analysis, contributes to sentiment analysis research, and offers Grab actionable 

insights for improving services based on real user feedback. 

 

2. METHODS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 above illustrates the methodological framework for analyzing sentiment in Grab 

user reviews. The process employs the Support Vector Machine Linear (SVM Linear) method, 

developed using Google Colaboratory, and is ultimately deployed through a website built with 

Streamlit for user interface. The following is a further explanation of the research flow 

methodology. 

2.1 Data Gathering 

In this section, 6,352 user reviews from Grab’s Google Play Store (January 1–November 

10, 2024) were collected via Python web scraping using the Google Play Scraper. Review text 

and rating scores were extracted to perform sentiment analysis classifying reviews as positive, 

neutral, or negative following Deshmane’s methodology. [17]. 

 
Table 1 Sample data gathering at Google Play Store Grab application 

userName score at content 

Pengguna Google 5 2024-10-30 08:06:31 “Tolong dong untuk pengelola 

divisi aplikasinya” 

Pengguna Google 5 2024-10-21 12:12:57 “Setelah saya update keversi 

terbaru, ternyata” 

Pengguna Google 3 2024-10-18 12:06:50 “Voucher nya aneh kadang ada 

kadang juga gaada” 

Pengguna Google 1 2024-11-09 10:18:47 “Ada kemungkinan aplikasi 

nyangkut” 

Pengguna Google 2 2024-11-08 06:31:37 “untuk aplikasi ini sebenarnya 

sangat membantu hanya dalam 

menyeleksi SDM” 

2.2 Data Preprocessing 1  

The first stage of data preprocessing was done to filter and prepare the review data for 

Figure 1 Research method sentiment analysis Grab SVM Linear and Streamlit 
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use in further analyses. 

2.2.1 Case Folding  

In this research, all text is transformed to lowercase (case folding) to standardize the 

dataset, simplify the vocabulary, remove noise, and prevent misclassification, ultimately 

improving model performance and ensuring more precise sentiment analysis. The case is 

illustrated in Table 2 below. 
Table 2 Sample case folding process 

userName score at content 

Pengguna Google 5 2024-10-30 08:06:31 “tolong dong untuk pengelola 

divisi aplikasinya” 

Pengguna Google 5 2024-10-21 12:12:57 “setelah saya update keversi 

terbaru, ternyata” 

Pengguna Google 3 2024-10-18 12:06:50 ”voucher nya aneh kadang ada 

kadang juga gaada” 

Pengguna Google 1 2024-11-09 10:18:47 ”ada kemungkinan aplikasi 

nyangkut” 

Pengguna Google 2 2024-11-08 06:31:37 ”untuk aplikasi ini sebenarnya 

sangat membantu hanya dalam 

menyeleksi sdm” 

2.2.2 Data Cleaning  

In this study, data cleaning eliminates special characters, numbers, and irrelevant symbols 

from the content column, standardizing the text to minimize noise and enhance the accuracy and 

reliability of sentiment classification. This process is shown in Table 3 below. 
Table 3 Sample data cleaning process 

userName score at content 

Pengguna Google 5 2024-10-30 08:06:31 “tolong kelola divisi aplikasi” 

Pengguna Google 5 2024-10-21 12:12:57 “update versi baru” 

Pengguna Google 3 2024-10-18 12:06:50 ”voucher nya aneh kadang 

kadang gaada” 

Pengguna Google 1 2024-11-09 10:18:47 ”aplikasi nyangkut” 

Pengguna Google 2 2024-11-08 06:31:37 ”aplikasi bantu seleksi sdm” 

2.2.3 Normalization  

This stage involves modifying, removing, or correcting words and terms in the content 

column, including abbreviations, non-standard words, and inconsistent writing variations. 

Normalization is essential to ensure data uniformity and accuracy, thereby preserving semantic 

integrity and enhancing the overall quality of subsequent analysis. 

2.2.4 Tokenizing  

In this section, tokenization segments text into individual tokens (words) from the content 

column, enabling subsequent normalization, stemming, and stop-word removal. Accurate 

tokenization is crucial for precise feature extraction and enhances the overall quality of natural 

language processing tasks. 

2.2.5 Stopword Removal  

In this process, common words such as "dan" and "yang," which provide no significant 

information, are removed from the content column through stopword removal. This technique 
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streamlines text analysis by eliminating superfluous lexical items, thereby enhancing data quality 

and reducing computational complexity. 

2.2.6 Stemming  

In this section, stemming converts words in the content column to their root forms, 

standardizing variations and reducing inflectional endings. This normalization enhances data 

consistency, minimizes textual noise, and improves the overall performance of the sentiment 

analysis model. 

2.3 Data Preprocessing 2  

The second stage of data preprocessing involves several essential steps, including data 

labeling, the application of TF-IDF (Term Frequency-Inverse Document Frequency), and dataset 

splitting. During this phase, raw text data is converted into numerical feature vectors and divided 

into training and testing subsets, enabling efficient model training, validation, and performance 

assessment. 

2.3.1 Data Labelling  

In this section, dataset entries are labeled into three sentiment classes negative for scores 

below 3, neutral for a score of 3, and positive for scores above 3 ensuring systematic 

categorization for accurate pattern recognition in subsequent analysis. This process displayed at 

Table 4 below this. 
Table 4 Sample data labelling process after stemming 

userName score at content label 

Pengguna 

Google 

5 2024-10-30 

08:06:31 

“[’tolong’, ’kelola’, ’divisi’, 

’aplikasi’]” 

Positif 

Pengguna 

Google 

5 2024-10-21 

12:12:57 

”[’update’, ’versi’, ’baru’]” Positif 

Pengguna 

Google 

3 2024-10-18 

12:06:50 

“[‘voucher’, ‘nya’, ‘aneh’, 

‘kadang’, ‘kadang’, ‘gaada’]” 

Netral 

Pengguna 

Google 

1 2024-11-09 

10:18:47 

“[‘aplikasi’, ‘nyangkut’]” Negatif 

Pengguna 

Google 

2 2024-11-08 

06:31:37 

“[‘aplikasi’, ‘bantu’, ‘seleksi’, 

‘sdm’]” 

Negatif 

 

This is after preprocessing data using punctuation and lower case on table 5: 

 
Table 5 Sample data labelling process after punctuation and lower case 

userName score at content label 

Pengguna 

Google 

5 2024-10-30 

08:06:31 

”tolong kelola divisi aplikasi” positif 

Pengguna 

Google 

5 2024-10-21 

12:12:57 

” update versi baru” positif 

Pengguna 

Google 

3 2024-10-18 

12:06:50 

“voucher nya aneh kadang kadang 

gaada” 

netral 

Pengguna 

Google 

1 2024-11-09 

10:18:47 

“aplikasi nyangkut” negatif 

Pengguna 

Google 

2 2024-11-08 

06:31:37 

“aplikasi bantu seleksi sdm” negatif 
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2.3.2 TF-IDF  

Upon completion of the labeling process, we applied the TF-IDF technique to convert 

textual data into numerical feature vectors. By assessing each term’s frequency within a document 

alongside its inverse frequency across the entire corpus, this method emphasizes the relative 

importance of words and enables the model to discern vital contextual patterns. Consequently, 

the “content” column was vectorized to optimize feature representation and strengthen the 

model’s learning capacity. 

2.3.3 Split Dataset 

During this stage, the dataset is split into 80% for training and 20% for testing to 

objectively assess the model’s generalization capability. The training set enables the model to 

learn underlying patterns in the data, while the testing set evaluates its performance on previously 

unseen inputs. This method helps prevent overfitting and promotes consistent model reliability 

across various data scenarios. 

2.4 SVM Linear Model  

Based on an article by Elsedimy, the use of Support Vector Machine Linear (SVM Linear) 

in heart disease risk prediction is an effective approach because SVM Linear is able to linearly 

separate data between positive and negative classes [18]. On linearly separable data, SVM Linear 

maximises the margin between data points from the two closest classes to the decision plane. The 

linear SVM finds the optimal parameters of the weight (𝑤) and bias (𝑏) vectors that determine 

the decision boundary plane, i.e. 𝑤 ⋅ 𝑥 + 𝑏 = 0 where the positive and negative classes are 

separated by hyperplane 𝐻1and 𝐻2with equations 𝐻1: 𝑤 ⋅ 𝑥 + 𝑏 = +1 and 𝐻2: 𝑤 ⋅ 𝑥 + 𝑏 = −1. 

This is pattern of SVM Linear on Equation (1): 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 =
1

2
‖�⃗⃗� ‖2 

𝑦𝑖(�⃗⃗� 
𝑇 . 𝑥 𝑖 + 𝑏) ≥ 1, ∀𝑖= 1,2,… , 𝑁 (1) 

 

In equation (1), some of the main components that define the linear SVM classification 

process are as follows. The weight vector (�⃗⃗� ) determines the direction and orientation of the 

hyperplane that distinguishes the positive and negative classes. The value of w is controlled to 

minimise ‖�⃗⃗� ‖2, with the aim of maximising the margin or distance between the data points of 

the two classes with respect to the hyperplane. Bias (𝑏) is a constant that adjusts the position of 

the hyperplane so that the separation between positive and negative classes is in accordance with 

the margin constraint. The margin constraint 𝑦𝑖(�⃗⃗� 
𝑇 . 𝑥 𝑖 + 𝑏) ≥ 1 ensures that each data point from 

both classes has minimal margin to the hyperplane. When this constraint is satisfied for all data 

points iii, the classification results show that there is a maximum distance separating the two 

classes. 

2.5 Model Evaluation  

In this section, we assess the linear SVM’s performance using accuracy, precision, recall, 

and F1-score. These metrics validate the model’s ability to correctly classify user sentiments and 

inform data-driven enhancements to the service. 

2.5.1 Accuracy 

Accuracy (A) serves as a fundamental metric for assessing a model's ability to correctly 

classify data [19]. It plays a vital role in sentiment analysis by ensuring precise categorization of 

user opinions. A high accuracy score indicates the model's effectiveness in distinguishing 

sentiment classes, thereby providing valuable insights for informed decision-making. The 

calculation of accuracy follows the formula presented in Equation (2): 

𝐴 =
𝑇𝑃+𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
   (2) 
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2.5.2 Precision 

Precision (P) measures how accurately a model identifies the correct sentiment among 

the predicted positive instances [19]. It helps minimize false positives, ensuring sentiment 

classifications remain relevant. High precision values indicate the model's ability to accurately 

identify sentiment, which is vital for applications where incorrect classifications can impact 

decisions. The precision formula is presented in Equation (3): 

𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
     (3) 

2.5.3 Recall 

Recall (R) quantifies a model’s capability to correctly identify and classify sentiments 

within a given dataset [19]. A higher recall score signifies the model’s proficiency in detecting 

relevant instances while reducing the occurrence of false negatives. The calculation for recall is 

presented in Eq. (4) below: 

𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
     (4) 

2.5.4 F1-Score 

F1-Score (F) is a harmonic mean of precision and recall, providing a balanced evaluation 

of a model’s overall performance [19]. It is especially useful for imbalanced datasets, preventing 

misleading evaluations based on accuracy alone. A high F1-score ensures optimized precision 

and recall for robust sentiment classification. The F1-score formula is presented in Equation (5): 

𝐹 = 2 ×
𝑃×𝑅

𝑃+𝑅
     (5) 

2 6 Deployment Streamlit 

The Streamlit-based deployment model delivers sentiment analysis results in an 

interactive format, enhancing accessibility for both developers and general users [16]. The linear 

SVM model is integrated into the Streamlit platform, providing two primary features: a sentiment 

prediction interface and a data visualization dashboard. The prediction interface enables users to 

input review text and receive sentiment labels along with confidence scores, a confusion matrix, 

and a detailed classification report. Meanwhile, the visualization dashboard includes exploratory 

data analysis (EDA) tools such as word clouds, bar charts for review ratings, pie charts illustrating 

sentiment distribution, and interactive confusion matrix heatmaps. These features allow 

developers and stakeholders to efficiently explore sentiment patterns and extract meaningful, 

data-driven insights. 

 

3. RESULTS AND DISCUSSION 

 

This section presents the research findings and analysis of the sentiment analysis model 

for Grab user reviews. It highlights key libraries used in the Streamlit environment, including 

Streamlit, Pandas, Matplotlib, Seaborn, WordCloud, and Scikit-learn for data handling, 

visualization, text vectorization, modeling, evaluation, and optimization, ensuring a streamlined 

and efficient workflow from data collection to sentiment classification. 

 
Table 6 Requirement Streamlit 

Library Function 
streamlit Build interactive web apps 
streamlit_option_menu: option_menu Create navigation menu 
os Access operating system functions 
pandas Data manipulation and analysis 
matplotlib.pyplot Plot graphs and visualizations 
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The Streamlit model deployment is divided into two main sections: Sentiment Prediction 

and Plot Visualization. The Sentiment Prediction section delivers detailed results with interactive 

visuals, including sentiment distribution, model performance metrics, a confusion matrix, and 

classification reports. Meanwhile, the Plot Visualization section features interactive displays such 

as word clouds, bar charts, and pie charts, providing valuable insights that enhance the 

accessibility of sentiment analysis and support better decision-making for improving the Grab 

application. 

3.1 Sentiment Prediction 

The Sentiment Prediction page uses a linear SVM model to analyze Grab service reviews 

from the Play Store. Hyperparameter tuning via GridSearchCV optimizes the C parameter for 

improved accuracy. The application features sections for sentiment prediction, model evaluation 

metrics, a confusion matrix, and sentiment results on the original dataset, providing 

comprehensive insights into classification performance and supporting data-driven enhancements 

in online transportation services. 

3.1.1 Review Sentiment Prediction  

In this section, users can enter their review into a text input field, and the system will 

immediately predict the sentiment along with the model's confidence score. The prediction output 

is presented in a clear and user-friendly format to facilitate easy interpretation. The analysis begins 

by converting the user input into a TF-IDF vector, which is then processed by the trained Support 

Vector Machine (SVM) linear model to determine the sentiment based on learned patterns. If no 

input is detected, the system prompts the user to provide a review, ensuring usability and 

meaningful engagement. This real-time prediction feature supports both users and developers in 

gaining insight into user sentiment. The model categorizes input into three sentiment classes: 

positive, neutral, and negative, as illustrated in Figure 2 below. 

 

 

 

 

 

 

 

 

 

seaborn Advanced statistical visualization 
wordcloud: WordCloud Generate word cloud images 
pickle Serialize Python objects 

sklearn.feature_extraction.text: 

TfidfVectorizer 

Convert text to TF-IDF features 

sklearn.model_selection: 

train_test_split 

Split dataset for training and 

testing 

joblib Save and load model objects 

sklearn.svm: SVC Support vector classification 

model 

sklearn.metrics: accuracy_score, 

classification_report, 

confusion_matrix, precision_score, 

recall_score, f1_score 

Evaluate model performance 

metrics 

sklearn.model_selection: 

GridSearchCV 

Hyperparameter tuning for SVM 

Figure 2 Review sentiment prediction page is positive, negative, and neutral 
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3.1.2 Model Evaluation Metrics 

Beyond the detailed classification report and confusion matrix, we evaluated the model 

using accuracy, precision, recall, and F1-score metrics. These measures provide an objective and 

transparent assessment of sentiment classification performance across all categories. The results 

are presented in Figure 3 below: 

 

  

 

 

 

 

 

 

 

 

 

 

 

 
Table 7 Comparison of Streamlit evaluation metrics model with Google Colab 

 

 

 

 

 

 

Table 7 indicates that the Streamlit-based model achieved an accuracy of 83%, compared 

to 84% on Google Colaboratory. Precision was higher on Streamlit (85% vs. 79%), though its 

recall was slightly lower (83% vs. 84%). The F1-score was consistent at 81% for both. These 

results underscore the trade-offs between deployment environments and emphasize the need for 

further optimization to enhance recall performance while maintaining high precision, reliability, 

and overall robustness of the model. 

3.1.3 Confusion Matrix 

The Confusion Matrix evaluates SVM sentiment classification by comparing actual and 

predicted labels, detailing accuracy, precision, recall, and F1-score in a heatmap. Its interactive 

Streamlit implementation highlights misclassifications to refine model reliability. Figure 4 

illustrates these performance metrics. 

 

 

 

 

 

 

 

 

 

 

 

 

Metrics Streamlit Google Colaboratory 

Accuracy 83% 84% 

Precision 85% 79% 

Recall 83% 84% 

F1-Score 81% 81% 

Figure 3 Sentiment prediction metrics 

evaluation model page with Streamlit 

Figure 4 Confusion matrix with Streamlit 
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3.1.4 Sentiment Prediction Result Label 

A trained SVM model generated sentiment predictions for Grab app reviews collected 

from the Google Play Store. After applying TF-IDF vectorization, predicted labels were assessed 

against actual labels. The results were then presented through an interactive interface showcasing 

ten sample reviews and exported as a CSV file for further analysis (see Figure 5). 

 

 

 

 

 

 

3.2 Plot Visualization  

The Plot Visualization module functions as the primary interface for exploring user 

sentiment in Grab app reviews, incorporating features such as review score distribution, sentiment 

proportion charts, and word cloud analysis. These dynamic, interactive graphics improve 

accessibility and yield crucial insights into overall user satisfaction and the most frequently 

discussed themes in the feedback. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 Label sentiment prediction page with Streamlit 

Figure 6 Bar Chart Review Score 

Distribution 
Figure 7 Pie chart sentiment 

propotion analysis using Streamlit 

Figure 8 Wordcloud sentiment positive, 

neutral, and negative 
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Figure 6 illustrates the distribution of Grab’s review scores in a bar chart, showing that 

about 3,000 users awarded the app five stars, while fewer than 500 rated it four stars—evidence 

of high overall satisfaction and hints at areas for improvement. Figure 7’s pie chart breaks down 

user sentiment into 54 % positive (light green), 39 % negative (salmon), and 7 % neutral (gold), 

providing clear guidance for targeted service enhancements. Lastly, Figure 8 displays word clouds 

by sentiment: the positive cluster highlights words like “ramah layananya,” “grab,” “bantu,” 

“aplikasi,” and “cepat,” whereas the neutral and negative clusters feature terms such as “kadang,” 

“titik,” “driver,” “pesannya,” “mohon,” “susah,” “kecewa,” “harga,” “order,” and “makan.” 

 

4. CONCLUSIONS 

 

In conclusion, the proposed sentiment analysis pipeline was successfully deployed via 

Streamlit, offering an intuitive interface for both sentiment prediction and plot visualization. The 

implementation achieved an accuracy of 83%, precision of 85%, recall of 83%, and an F1-score 

of 81%. In comparison, the Google Colaboratory environment yielded a slightly higher accuracy 

(84%) but lower precision (79%). The real-time sentiment prediction feature reliably classified 

reviews into positive, neutral, and negative categories, while performance evaluation—including 

accuracy, precision, recall, F1-score, and the confusion matrix—confirmed the model’s 

robustness and pinpointed areas for improvement. Plot visualization tools such as bar charts, pie 

charts, and word clouds enriched insights: the bar chart highlighted roughly 3,000 five-star ratings 

versus fewer than 500 four-star ratings, the pie chart showed 54% positive, 39% negative, and 7% 

neutral sentiments, and the word clouds revealed distinct lexical patterns across sentiment classes. 

Together, these plot visualizations offer a comprehensive understanding of user sentiment and 

highlight potential areas for service improvement. 

Despite these successes, the study identified limitations, notably a slight drop in accuracy 

and recall in the Streamlit deployment and occasional misclassifications. These issues underscore 

the need for further hyperparameter tuning and the adoption of more advanced natural language 

processing techniques. Future work should explore alternative classification algorithms, refine 

preprocessing strategies, and integrate state-of-the-art models to boost the overall reliability and 

effectiveness of sentiment prediction for the Grab application. 
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