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Abstrak 

Penyakit Parkinson merupakan gangguan kerusakan sel-sel saraf di otak dan termasuk 

penyakit yang berkembang paling cepat secara global. Upaya yang dapat dilakukan untuk 

mencegah meningkatnya kasus penyakit parkinson adalah diagnosis melalui pendekatan 

klasifikasi menggunakan algoritma pembelajaran mesin. Penelitian ini mengimplementasikan 

metode seleksi fitur Chi-Square yang dikombinasikan dengan algoritma Light Gradient Boosting 

Machine (LightGBM) untuk klasifikasi penyakit Parkinson. Tujuan dari seleksi fitur Chi-Square 

adalah untuk menghilangkan fitur-fitur yang tidak terlalu relevan sehingga dapat meningkatkan 

hasil kinerja model. Selain itu, diterapkan metode SMOTE untuk menangani ketidakseimbangan 

data serta hyperparameter tuning untuk menentukan kombinasi parameter optimal. Pengujian 

menggunakan sepuluh variasi jumlah fitur hasil seleksi, mulai dari 5 hingga 250 fitur. Hasil 

terbaik diperoleh pada penggunaan 200 fitur dengan nilai akurasi sebesar 96,05%. Penerapan 

Chi-Square berhasil meningkatkan performa pada model LightGBM dibandingkan dengan model 

yang tidak menggunakan seleksi fitur Chi-Square. Penerapan kombinasi metode ini secara 

signifikan mampu meningkatkan performa model klasifikasi dan berpotensi diaplikasikan dalam 

sistem pendukung diagnosis penyakit Parkinson. 

 

Kata kunci—Penyakit Parkinson, Chi-Square, LightGBM 

 

Abstract 

 Parkinson's disease refers to neurological disorder caused by damage to brain’s nerve 

cells and is among the most rapidly increasing diseases globally. One way that can be done to 

prevent the increasing cases related to Parkinson's disease is diagnosis through an algorithmic 

learning approach classification method. This study implements the Chi-Square technique for 

approach for selecting relevant features in conjunction with the Light Gradient Boosting Machine 

(LightGBM) algorithm for Parkinson's disease classification. Chi-Square feature selection aims 

to reduce less relevant features so as to improve model performance results. In addition, the 

SMOTE method is applied to handle data imbalance and hyperparameter tuning to determine the 

optimal parameter combination. The test used ten variations in the number of selected features, 

ranging from 5 to 250 features. The best result was obtained when using 200 features, achieving 

an accuracy of 96.05%. Utilizing the Chi-Square method enhanced the performance of the 

LightGBM model when compared to its performance without feature selection. The application 

of this combination of methods can significantly improve the performance of the classification 

model and has the potential to be applied in the Parkinson's disease diagnosis support system. 
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1. INTRODUCTION 

 

A condition known as Parkinson's disease damages the brain's or central nervous system's 

nerve cells. It ranks among the most rapidly increasing diseases globally, with the number of cases 

expected to increase in the next two decades. In general, Parkinson's disease usually appears at 

the age of 55 to 65 years and is more common in men than women [1]. An algorithm can be used 

to diagnose Parkinson's disease using a classification procedure in an attempt to stop the number 

of cases from rising.  

In implementing the classification process, there is often a problem of many features in 

the dataset that are not all relevant. Therefore, feature selection is performed to select the most 

influential attributes. By finding the best features, this feature selection process aims to improve 

model performance outcomes by removing features that aren't important. [2]. One statistical 

theory-based feature selection technique for determining a term's link to its category is chi square. 

Research conducted by [3], comparing Chi-Square feature selection with Mutual Information, 

showed that Chi-Square is more effective because it excels in average recall and computation 

time. One example of research by [4], also proved that Chi-Square feature selection improved 

accuracy from 77.08% to 83.33%. 

In the data processing process, it was found that the dataset obtained had a class 

imbalance. Class imbalance occurs where one of the classes has a more dominant number of 

samples, causing the classification process to tend to predict the dominant class. Techniques that 

can be used to handle class imbalance can be done with SMOTE (Synthetic Minority 

Oversampling Technique) [5]. Research by [6] compared SMOTE and ADASYN, showing that 

SMOTE with SVM model attained a higher accuracy of 0.8901 compared to ADASYN which 

only reached 0.8871. 

A well-known classification algorithm with computational speed and efficiency in 

handling large and complex data is LightGBM. The LightGBM algorithm is superior with faster 

computation time compared to the CatBoost and XGBoost algorithms [7]. Based on research by 

[8] demonstrates that, when it comes to the post-min aggregation approach, the LightGBM 

algorithm performs the best, with an accuracy of 0.858. 

Improper selection of hyperparameters could affect the classification model’s output. 

Therefore, hyperparameter tuning is utilized to identify the ideal set of parameters. In this 

research, the Grid Search method is used as an optimization method that divides the parameters 

into equally spaced grid points. Using Random Search and Grid Search techniques, research by 

[9] compared the algorithms for Naive Bayes, Decision Tree and Random Forest. The findings 

indicate that hyperparameter tuning with Grid Search produces the best model with the greatest 

f1-score performance value of 0.868 compared to other methods. 

Several studies have not specifically combined the LightGBM algorithm with the Chi-

Square feature selection method for Parkinson's disease classification, according to previous 

research descriptions and findings. To enhance the model's performance, this research employs a 

feature reduction technique aimed at eliminating insignificant attributes by identifying those that 

are strongly associated with the target. The dataset utilized in this research was sourced from the 

UCI Machine Learning Repository, consisting of 756 records with 753 features. The classification 

target is to distinguish between persons diagnosed with Parkinson's disease and those who are 

healthy. Therefore, this research aims to implement the combination to improve classification 

performance with a more optimal accuracy value. It is anticipated that this research will also aid 

in the creation of a more precise and effective Parkinson's disease diagnosis assistance system. 

 

 

2. METHODS 

 

This research method provides a detailed description of the design of the methods used 

in this research. This research uses the LightGBM algorithm approach for parkinson's disease 
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classification with an emphasis on Chi-Square feature selection. The figure below demonstrates 

the phases of the study. 

 
Figure 1 The Flowchart for Research 

 2.1 Data Collection  

The dataset used for classifying Parkinson’s Disease cases, was sourced from the UCI 

repository that houses machine learning datasets and is available through the following URL : 

https://archive.ics.uci.edu/dataset/470/parkinson+s+disease+classification [10]. The data 

collection includes a total of 756 records and 753 features. The dataset is the result of extraction 

from patient voice recordings including TWQT features, Wavelet Transform based Features, 

Time Frequency Features, Baseline Features, Vocal Fold Features, and Mel Frequency Cepstral 

Coefficients (MFCCs). The data is classified into two classes: class 0 for individuals who are not 

Parkinson's patients and class 1 for Parkinson's patients, with 192 and 564 records respectively. 

2.2 Preprocessing 

Before beginning the modelling process, the preprocessing step is completed to guarantee 

the quality of the data. The data preprocessing step carried out is checking for duplicate data 

which is then removed so as not to affect the data distribution and model training results. 

Following the completion of the cleaning phase, the data normalization process is also carried 

out. This normalization uses Min-Max to ensure all features are in the same range. The 

normalization stage is important to avoid the dominance of certain features that have a larger 

range of values in the model training process [11] . Equation (1) displays the formula of Min-Max 

normalization. 

 

𝑋𝑠𝑐 =  
𝑋− 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 −𝑋𝑚𝑖𝑛
       (1) 

 

𝑋𝑠𝑐 represents the normalization value, 𝑋 indicates the value of the value in the dataset, 

𝑋𝑚𝑖𝑛 is a feature’s lowest value, whereas 𝑋𝑚𝑎𝑥 represents the feature’s highest value. 

2.3 Splitting Data 

For this investigation, training and testing datasets are separated, with 90% going to 

training data and 10% going to testing data. The outcomes of classification performance are 

impacted by the choice of the proportion of data used for testing and training [12]. Inappropriate 

percentages can reduce model performance. When the proportions of testing and training data are 

compared in study [13], the 90%:10% ratio has the highest accuracy value of 78.40%. 

2.4 Selection of Features Chi-square 

Selection of features includes the process of selecting relevant features from a dataset. 

This process is used on high-dimensional data in order to find optimal features [14]. The Chi-

Square test is one of the feature selection techniques employed. Machine learning models perform 

better when noise attributes are reduced using the Chi-Square feature selection method. This 

technique helps select the most suitable features by calculating the Chi-Square score for each 

feature and selecting features with high scores. Chi-Square is a tool for measuring the degree of 

statistical association between variables and evaluating the relationship between features in a 

dataset and specific classes or categories. Equation 2 is the Chi-Square formula according to 

reference: 

 

https://archive.ics.uci.edu/dataset/470/parkinson+s+disease+classification
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𝑥2(𝑡, 𝑐)  =  
N (AD − CB)2

(A + C) ( 𝐵 + 𝐷 ) (𝐴 + 𝐵) (𝐶 + 𝐷)
     (2) 

 

Where 𝑡 denotes the term (i.e., the feature being evaluated), 𝑐 represents the 

class/category, A refers to the count of documents within class 𝑐 that include term 𝑡, B represents 

the quantity of documents outside of class 𝑐 but still containing term 𝑡, C denotes the count of 

documents in category 𝑐 where term 𝑡 is absent, 𝐷 stands for the total documents outside class 𝑐 

that also do not include term 𝑡. N denotes the total count of documents used in the training process 

[15]. 

2.5 SMOTE 

In this process the data will be balanced using SMOTE (Synthetic Minority Oversampling 

Technique) by creating synthetic data. The feature space's k-nearest neighbors are interpolated to 

create the synthetic or artificial data [16]. This SMOTE process aims to increase the data from 

the non-patient class because the number of samples is less than the Parkinson's disease patient 

class. This is done so that the amount of data from both classes in the dataset becomes equal. The 

function of the SMOTE method is expressed in the form SMOTE (X, N, k), where X is data from 

the less frequent class, N defines the amount of synthetic data required, and k represents the count 

of nearest samples to the target instance. The calculation of the separation between individual 

data is carried out the Euclidean Distance approach, which can be written in equation (3) below: 

 

𝑑𝑖𝑠𝑡 =  √ (𝑋1 − 𝑌1)2 +  (𝑋2 − 𝑌2)2 + ⋯ +  (𝑋𝑛 −  𝑌𝑛)2      (3) 

 

 After calculating the closest distance using Euclidean Distance, the next step is to create 

replicate data from the closest new sample according to equation (4).  

 

𝑋𝑠𝑦𝑛 =  𝑋𝑖 + (𝑋𝑘𝑛𝑛 −  𝑋𝑖)  ×  𝜎     (4) 

 

Where 𝑋𝑠𝑦𝑛 refers to synthetic data generated through replication, 𝑋𝑖 represents the 𝑖-th 

instance form the underrepresented class, 𝑋𝑘𝑛𝑛 represents the closest neighboring sample from 

the same minority class to 𝑋𝑖, 𝜎 is a random number between 0 and 1.  

2.6 LightGBM  

One algorithm used in machine learning is called Light Gradient Boosting Machine 

recognized for its fast data processing capabilities and efficiency in managing large-scale datasets. 

LightGBM utilizes the gradient boosting technique by using a leaf-wise approach in growing the 

decision tree vertically [17]. This approach significantly speeds up the training process. In 

addition, LGBM does not use the actual data values directly. Instead, it builds a histogram of 

feature values. This technique not only reduces memory usage, but also enhances the training 

process efficiency, making it well-suited for handling large volumes of data. 

 
Figure 2 Depth-based tree growth in the LightGBM algorithm 

2.7 Hyperparameter Tuning 

The best hyperparameter combination is found through hyperparameter tuning during the 

data training phase. Choosing the right hyperparameters can affect training speed, prediction 

accuracy, and how effectively the model can apply its learning to novel data. By finding the 

optimal combination, the model can work more efficiently and produce more accurate predictions. 
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In the process of training datasets, this technique is very important because it is useful for 

obtaining optimal machine learning models depending on the attributes of the information being 

used [18]. 

In this research, the search for the best hyperparameter values was conducted using grid 

search. Grid Search is a hyperparameter optimization technique that performs a thorough search 

through a combination of predetermined values for each hyperparameter [19]. The 

hyperparameters used along with the description and range of test values are explained in Table 

1.   

Table 1 Hyperparameter LightGBM 

Hyperparameter Description Value Tested 

n_estimators The quantity of separate trees that 

the tree boosting model uses 

[100, 200, 300] 

learning_rate  The magnitude of weight 

adjustment applied at each 

iteration during model updating 

[0.01, 0.05, 0.1] 

num_leaves The most leaves that each decision 

tree can have 

[31, 50, 70] 

max_depth The decision tree's deepest point [3, 5, 7] 

2.8 Evaluation 

The classification model’s effectiveness in this research is evaluated through the use of a 

Confusion Matrix. This matrix displays a comparison between the actual labels and the model’s 

predicted classifications in a tabular format. The model prediction outcomes, which include TP 

(True Positive), FN (False Negative), TN (True Negative), and FP (False Positive), are shown in 

this table. The classification model's performance is assessed using the confusion matrix function, 

which displays the number of examples the model correctly or incorrectly predicts [20]. This can 

be shown in Table 2.  

 

Table 2 Confusion Matrix 

Actual Class 
Predicted Class 

Positive  Negative 

Positive True Positive (TP) False Positive (FP) 

Negative False Negative (FN) True Negative (TN) 

 

A situation for which the reference data has a positive label and is classified as positive 

is known as a TP (True Positive). An instance that has an indication of positivity in the reference 

data but a negative label from the classifier is known as a FN (False Negative). False Positive 

(FP) is a case that has a negative label in the reference data but a positive label from the classifier. 

While, TN (True Negative) is a case that is classified as negative and also has a negative label in 

the reference data [21]. 

Classification accuracy has a prediction of the correct value (positive value and negative 

value). A classification's overall quality is gauged by its accuracy. Equation (5) can be applied to 

ascertain the accuracy value. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁 

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
     (5) 

 

 

3. RESULTS AND DISCUSSION 

 

 The discussion will focus on each stage that has been carried out, starting from the data 

preprocessing process, data division, feature selection using the Chi-Square method, data 

balancing with SMOTE, to the application of the LightGBM algorithm combined with the 
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hyperparameter tuning process. Each result obtained will be analyzed to see the effect of each 

stage on model performance, especially in improving the accuracy value as the main evaluation 

metric.   

3.1 Preprocessing  

 The initial stage of preprocessing begins with a check for the presence of duplicate data 

in the dataset. This was done using Python's ‘duplicated()’ function, which allows identification 

of rows with similar values in all columns. The result showed that there was 1 duplicate data 

record. To prevent potential bias as well as the risk of overfitting that could affect model 

performance, the duplicate data was removed from the dataset. 

 Data normalization comes next. Each feature value in the dataset is normalized in this 

study to fall between 0 and 1 using the min-max scaler approach. Table 3 presents a sample of 

the original dataset used in this study before the normalization process. The dataset representing 

various biomedical voice measurements and signal processing attributes. These features are 

relevant for detecting vocal and motor impairments commonly observed in Parkinson's disease 

patients. 

 

Table 3 Parkinson's Disease Dataset  

Id Gender PPE DFA ... tqwt_dec_36 

0 1 0.85247 0.71826 ... 18.9405 

0 1 0.76686 0.69481 ... 45.1780 

0 1 0.85083 0.67604 ... 4.7666 

1 0 0.41121 0.79672 ... 4.0603 

1 0 0.32790 0.79782 ... 6.1164 

... ... ... ... ... ... 

251 0 0.81304 0.76471 ... 3.1527 

 

This is after normalizing the data using the min-max scaler in table 4: 

 

Table 4 Parkinson's Disease Dataset Min-Max Scaler Normalization Result  

Gender PPE DFA ... tqwt_dec_36 

1.0 0.936 0.565 ... 0.107 

1.0 0.837 0.489 ... 0.277 

1.0 0.934 0.428 ... 0.015 

0.0 0.426 0.819 ... 0.011 

0.0 0.330 0.822 ... 0.024 

... ... ... ... ... 

0.0 0.890 0.715 ... 0.005 

 

3.2 Feature Selection 

 This study employs the Chi-Square Test technique to select relevant features by 

eliminating features that are less significant to the classification process. The feature selection 

process is carried out by setting various numbers of features. Overall, 10 experiments were 

conducted with variations in the number of features ranging from 5 to 250. Table 5 displays the 

findings of the comparison of the accuracy values acquired according to the quantity of 

characteristics. 
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Table 5 Accuracy Value Compared to Feature Selection Number 

Features Accuracy (%) 

5 78,95% 

10 78,95% 

20 81,58% 

30 89,47% 

40 89,47% 

50 93,42% 

100 90,79% 

150 94,74% 

200 96,05% 

250 93,42% 

 

The accuracy value obtained is affected by variations in the number of characteristics, according 

to the test results shown in Table 5. With 200 features, the best accuracy value is 96.05%. 

Meanwhile, using 250 features, accuracy decreased to 93.42%. his indicates that the excessive 

addition of features can introduce noise and less relevant information, thereby reducing the 

model’s performance. Therefore, selecting 200 features represents the optimal balance between 

maximizing accuracy and minimizing feature redundancy. 

3.3 SMOTE Result  

 At this stage, data imbalance is handled using the SMOTE method. This method creates 

artificial data by interpolating from the feature space's k-nearest neighbors [16]. This research 

uses the Imblearn library available in Python. The SMOTE approach ensures that the model is 

not biased in support of the majority class. The class distribution before and after using the 

SMOTE approach is shown in the accompanying picture. 

    

    
Figure 3 Class distribution comparison before and after SMOTE implementation 

3.4 Hyperparameter Tuning Result 

 The hyperparameter tuning process in this study uses Grid Search with the aim of 

obtaining the optimal parameter combination that can maximize model performance. Grid Search 

works by evaluating each predefined parameter combination, then the parameters are divided into 

points in the same grid-shaped search space. Each combination is tested through the classification 

model training process. The hyperparameter tuning results are shown in Table 6 below.  
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Table 6 Best Hyperparameters for LightGBM 

Parameter Value 

n_estimator 300 

learning_rate 0.1 

num_leaves 31 

max_depth 7 

3.5 Model Comparison 

 Testing this model using the accuracy value, Figure 4 presents a comparison of model 

performance from several previous studies and the results of this study.  

 

 
Figure 4. Model Comparison 

 

Figure 4 illustrates that the suggested model, which combines the LightGBM method 

with Chi-Square feature selection, performs best, with an accuracy value of 96.05%. This figure 

exceeds the findings of study by [8] using XGBoost with an accuracy of 88%, and research [22] 

using the RNN-LSTM algorithm with an accuracy value of 86.30%. In addition, research [23] the 

Random Forest algorithm yielded a 90% accuracy rate and research [24] an accuracy value of 

93.39% was obtained by utilizing LightGBM alone, without feature selection. 

These results indicate that the implementation of the Chi-Square feature selection process 

effectively contributes to reducing irrelevant features. This approach not only achieves higher 

accuracy but also reduces computational complexity, thereby enhancing the model’s performance 

in Parkinson’s disease classification. However, this study has limitations, particularly the use of 

a single dataset and reliance on only one feature selection method. For future directions, it is 

recommended to validate the proposed model using diverse datasets and explore other feature 

selection techniques.   

 

4. CONCLUSIONS 

 

The application of a combination of feature selection utilizing the Chi-Square Test with 

the LightGBM algorithm offers improved performance in the categorization of Parkinson's 

disease, according to the findings and discussions that have been conducted. Classification testing 

on variations in the number of features, namely 5, 10, 20, 30, 40, 50, 100, 150, 200, 250, shows 

that the use of 200 features provides the highest accuracy value of 96.05%. In addition, the 

comparison results between using additional Chi-Square-based feature reduction and not applying 

it demonstrate that selecting features through the Chi-Square method leads to better performance 

than using LightGBM without any feature selection.  As a future development, it is recommended 

to explore the use of other classification algorithms as well as different feature selection methods 
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to obtain a more optimal combination of features, so as to further enhance the model's capability 

for Parkinson's disease classification. 

However, this study has several limitations, such as the use of a single dataset and reliance 

on one feature selection technique, which may affect the generalization of the results. As a 

direction for future development, it is recommended to validate the model on larger and multiple 

datasets, and to explore the use of different classification algorithms as well as alternative feature 

selection methods. These efforts aim to obtain a more optimal feature combination and further 

enhance the model’s performance in Parkinson’s disease classification. 
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