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Abstrak 

Kanker dikenal sebagai penyebab kematian nomor dua di dunia. Sekitar 7-10 juta kasus 

kematian akibat kanker terjadi setiap tahun. Pengobatan terbaru untuk menyembuhkan kanker 

adalah kemoterapi. Namun, pengobatan kemoterapi diketahui memiliki efek samping dan 

masalah resistensi sel terhadap obat-obatan tertentu. Oleh karena itu, diperlukan 

pengembangan obat baru yang dapat mengurangi efek samping dan memberikan efek 

pengobatan yang lebih baik. Secara umum, obat anti kanker dikembangkan dengan 

menargetkan enzim Cyclin-Dependent Kinase 2 (CDK2). Desain obat konvensional tidak efektif 

dan efisien untuk mendapatkan calon obat baru karena tidak adanya informasi tentang aktivitas 

biologis sebelum disintesis. Dalam penelitian ini, kami bertujuan untuk mengembangkan model 

untuk memprediksi aktivitas inhibitor CDK2 dengan menggunakan metode ensemble, yaitu 

XGBoost, Random Forest, dan AdaBoost. Penelitian dilakukan dengan menghitung beberapa 

fitur fingerprint yaitu Estate, Extended, Maccs, dan Pubchem sebagai variabel fitur. 

Berdasarkan hasil tersebut, kami menemukan bahwa Random Forest dengan fingerprint 

Pubchem memberikan hasil terbaik dengan nilai Matthews Correlation Coefficient (MCC) dan 

Area Under the ROC Curve (AUC) masing-masing adalah 0.979 dan 0.999. Dari studi ini, kami 

telah berkontribusi untuk menunjukkan potensi metode ensemble dengan fitur fingerprint untuk 

prediksi bioaktivitas, khususnya inhibitor CDK2 sebagai agen anti kanker.  

 

Kata kunci—QSAR, CDK2, XGBoost, random forest, AdaBoost 

 

Abstract 

Cancer is known as the second leading cause of death worldwide. About 7-10 million 

cases of death by cancer occur every year. The recent treatment to heal the cancer is 

chemotherapy. However, chemotherapy treatment is known to have side effects and cell 

resistance issues to certain drugs. Therefore, it is required to develop a new drug that can 

reduce the side effects and provide a better treatment effect. In general, anti-cancer drugs are 

developed by targeting Cyclin-Dependent Kinase 2 (CDK2) enzyme. Conventional drug design 

is not effective and efficient for obtaining new drug candidates because of no information about 

the biological activity before it is synthesized. In this study, we aim to develop a model to 

predict the activity of CDK2 inhibitors by using ensemble methods, i.e.,  XGBoost, Random 

Forest, and AdaBoost. The study was conducted by calculating several fingerprints, i.e., Estate, 

Extended, Maccs, and Pubchem, as feature variables. Based on the results, we found that 

Random Forest with Pubchem fingerprint gives the best result with the value of Matthews 

Correlation Coefficient (MCC) and Area Under the ROC Curve (AUC) values are 0.979 and 

0.999, respectively. From this study, we contributed to revealing the potency of the ensemble 

with fingerprint in bioactivity prediction, especially CDK2 inhibitors as anti-cancer agents. 
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1. INTRODUCTION 

 

Cancer is the second leading cause of death worldwide [1]. As time and population 

increase, the number of people with cancer continues to increase [2]. Every year, about 7-10 

million cases of cancer deaths occur worldwide [2]. Cancer is a disease caused by the growth of 

abnormal cells that cause damage to the tissues of the human body. Cancer can affect people of 

all ages, both men and women. The most common types of cancer suffered by women include 

cervical, breast, ovarian, skin, thyroid, colorectal, lymph node, uterine, colon, and 

nasopharyngeal cancers [3]. The most common types of cancer suffered by men include prostate 

cancer, lung cancer, and liver cancer [4].  

Currently, one of the treatments commonly used to treat cancer is chemotherapy. In the 

process, chemotherapy not only damages cancer cells but also damages other healthy cells [5]. 

Therefore, chemotherapy treatment in the long term can be harmful to the body. In addition, 

chemotherapy also has side effects that can affect physical health, life quality, and also emotions 

[6]–[8]. The most common side effect of chemotherapy treatment is fatigue, followed by 

diarrhea and constipation [9]. The effectiveness of chemotherapy itself is limited by the 

resistance of cells to certain types of drugs. This resistance can be caused by mutations that arise 

during chemotherapy treatment or through various other adaptive responses, such as increased 

expression of therapeutic targets and activation of alternative compensatory signaling pathways 

[10]. 

Regarding the resistance problem, it is required to develop a new drug that can reduce 

side effects and provide better treatment effects. In general, anti-cancer drugs are developed by 

considering Cyclin-Dependent Kinase 2 (CDK2) as the target. CDK2 enzymes are part of 

Cyclin-Dependent Kinases (CDKs), which play an important role in the growth of cancer cells. 

This relates to the role of this enzyme in the regulation of complex processes of the cell division 

cycle, apoptosis, transcription, and differentiation [11], [12]. Conventional drug designs are 

known to be ineffective and inefficient because it is necessary to synthesize the compound to 

know the activity [13]. Therefore, the drug design can be accelerated by implementing a 

machine learning model to predict the activity. The prediction process can be done using a 

mathematical model to determine the correlation between structure and activity, known as 

Quantitative Structure-Activity Relationships (QSAR). 

In 2006, Singh and coworkers performed a 3D-QSAR CoMFA study of CDK2 and 

CDK4 inhibitors [14]. They found strong correlative and predictive abilities with conventional 

and predictive correlation coefficients against the CDK4 target are 0.913 and 0.760, 

respectively, and those values against the CDK2 target are 0.941 and 0.765, respectively [14]. In 

2006, Singh and coworkers also conducted a 3D-QSAR CoMFA study of CDK1 and CDK2 

inhibitors on oxindole compounds as inhibitors [15]. The results show that the compound has 

better correlative and predictive abilities against CDK2 than CDK1 [15]. In 2010, Lan and 

coworkers conducted a 3D-QSAR study using the CoMFA method and docking on a series of 

pyrazolo[4,3-h]quinazoline-3-carboxamides compounds as CDK2 inhibitors [16]. The results 

provide a useful guideline for the rational design of new CDK2 inhibitors [16]. 

This study aims to implement the ensemble method for classifying CDK2 inhibitors as 

anti-cancer agents. Also, the effect of fingerprint techniques as a feature variable on the 

performance of the model prediction is investigated. The ensemble methods used in this study 

are XGBoost, Random Forest, and AdaBoost. XGBoost is known to be able to support various 

objective functions such as regression, classification, and others [17]. One of the advantages of 

XGBoost is that it can have many parameters that can be adjusted to make good predictions 

[18]. In addition, the XGBoost system runs ten times faster than other methods [17]. Random 

forest is an ensemble learning model that uses bagging as a learning method [19]. The random 

forest can handle missing values and varied feature types and is suitable for modeling high-
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dimensional data. Meanwhile, Adaptive Boosting (AdaBoost) is an algorithm that uses boosting 

as its learning. Boosting is a learning technique by combining weak learners by adjusting the 

weights through a repetition process. This study helped to expose the strength of the ensemble 

with fingerprint in bioactivity prediction, particularly for CDK2 inhibitors as anti-cancer drugs. 

 

 

2. METHODS 

2.1 Data Set 

The data set used in this study consists of the chemical structure and IC50 value of 

CDK2 inhibitors retrieved from ChemBL, which contained 2,328 compounds [20]. IC50 is a 

biological activity that represents the amount of drug required to inhibit half of the target 

activity. The data set was divided into two sub-data using IC50 as the classification criteria. The 

first sub-data contains active inhibitors with IC50 values less than equal to 10 µM, and the 

second sub-data contains inactive inhibitors with IC50 values greater than 500 µM. Meanwhile, 

data with IC50 values between 10µM to 500µM are omitted. Active inhibitors were labeled 

with a value of 1, while inactive inhibitors were labeled with a value of 0. The number of active 

and inactive inhibitors is 1164 and 36, respectively. Due to the unbalanced number of classes, 

we collected putative compounds to balance the amount of data. This process was done by 

making several clusters from a large collection of compounds. Then, the putative compound 

was selected from compounds from a cluster that is not contained active inhibitors. After adding 

the putative compound to the inactive class, we obtain a similar number of data involved in 

active and inactive classes. 

Furthermore, the molecular descriptor as the feature variable was calculated from the 

compound structure. The 3-dimensional (3D) structure of the compound was obtained by 

converting the Simplified Molecular-Input Line-Entry System (SMILES) notation to Structure-

Data File (SDF) using Open Babel [21]. We calculated the fingerprint representation of a 

compound as the molecular descriptor, in which the fingerprint is represented in 4 forms, i.e., 

Estate, Extended, MACCS, and Pubchem. Each fingerprint represents fragments contained in 

the structure differently and produces a different bit number of the fingerprint. The total number 

of bits contained in Estate, Extended, MACCS, and Pubchem fingerprints are 80, 1025, 167, 

and 882, respectively. Furthermore, the data is randomly divided into two sub-data, namely 

training data and test data, with a ratio of 4:1 [22]. The number of samples in the train and test 

sets is 1862 and 466, respectively, while the number of active and inactive classes in both sets is 

provided in Figure 1. 

  
 

Figure 1  The number of active and inactive classes in the train and test set 
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2.2 Methods 

2. 2.1 XGBoost 

Extreme Gradient Boosting (XGBoost) is an improved algorithm based on gradient-

boosting decision trees that can build boosted trees efficiently and operate in parallel [23]. One 

of the advantages of XGBoost is that the algorithm has many parameters that can be adjusted to 

make good predictions [18]. XGBoost can be implemented to solve regression and classification 

problems based on the Gradient Boosting Decision Tree (GBDT) [17]. The loss function 

equation is the difference between regression and classification in XGBoost in tree construction. 

In the regression case, the loss function formula used can be seen in Equation 1. 

 

∑ 𝐿(𝑦𝑖 , 𝑝𝑖)𝑛
𝑖=1 =  

1

2
(𝑦𝑖 − 𝑝𝑖)      (1) 

 

where 𝑛 is the number of observed data, 𝑦𝑖 is the value of the observed i-th data, and 𝑝𝑖 is the 

predictive probability value of the i-th observation data. Meanwhile, in the case of the loss 

function equation classification, it can be seen in Equation 2. 

 

𝐿(𝑦𝑖, 𝑝𝑖) = −[𝑦𝑖 log(𝑝𝑖) + (1 − 𝑦𝑖)log (1 − 𝑝𝑖)]    (2) 

 

where 𝑦𝑖 is the value of the observed i-th data and 𝑝𝑖 is the i-th data prediction probability value. 

From Equation 2, by performing the derivative (d) of the formula, we can get the equation 

Gradient (𝑔𝑖) in the first derivation and Hessian (ℎ𝑖) in the second derivation. The Gradient and 

Hessian equations obtained can be seen in Equations 3 and 4. 

 

𝑔𝑖 =  
𝑑

𝑑 log (𝑜𝑑𝑑𝑠)
 𝐿(𝑦𝑖, log(𝑜𝑑𝑑𝑠)𝑖) =  −(𝑦𝑖 − 𝑝𝑖)    (3) 

ℎ𝑖 =  
𝑑2

𝑑 log(𝑜𝑑𝑑𝑠)2  𝐿(𝑦𝑖 , log(𝑜𝑑𝑑𝑠)𝑖) 

 =  𝑝𝑖 × (1 − 𝑝𝑖)        (4) 

 

where 

𝑜𝑑𝑑𝑠 =  (
𝑝

1−𝑝
)      (5) 

 

We can substitute Equations 3 and 4 into the Output Value (O_value) equation to calculate the 

optimal output value. 

 

𝑂𝑣𝑎𝑙𝑢𝑒 =  −
(𝑔1+𝑔2+𝑔3+⋯+𝑔𝑛)

(ℎ1+ℎ2+ℎ3+⋯+ℎ𝑛+)
       (6) 

 

𝑂𝑣𝑎𝑙𝑢𝑒 =  
(∑ 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑖)

∑[𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖×(1−𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖)]−
   (7) 

 

Equation 6 is 𝑂𝑣𝑎𝑙𝑢𝑒 equation before being converted to Equations 3 and 4. After conversion, 

the final equation for 𝑂𝑣𝑎𝑙𝑢𝑒 is obtained as in Equation 7. Furthermore, to develop the tree that 

is built, it is necessary to calculate the similarity value. The similarity equation can be seen in 

Equation 8. 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  
(∑ 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑖)2

∑[𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖×(1−𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖)]−
    (8) 

 

Then, the Gain value is calculated to determine which leaves/branches will be used on the tree. 

Leaves/Branches to be used are those with the greatest Gain value. The parameters of XGBoost 

used in this study are presented in Table 1. 
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Table 1 The Parameters of XGBoost 
Parameters Values 

gamma 0 

learning_rate 0.1 

max_delta_step 0 

max_depth 3 

min_child_weight 1 

n_estimators 100 

random_state 0 

2. 2.2 Random Forest 

Random forest (RF) is an ensemble learning that uses bagging as a learning method 

[19]. RF increase tree diversity by having them grow from different subsets of training data 

created through bagging or bootstrap aggregating. This algorithm can handle missing values and 

various variables (continuous, binary, categorical) and is suitable for modeling high-

dimensional data. With the ensemble scheme and bootstrapping, RF can overcome the problem 

of overfitting. RF can measure the importance of each feature by training the model. In the 

process, the random forest directly selects the features while the classification rules are made. A 

commonly used measure of importance from a random forest is the Gini Importance. Gini is a 

popular choice used in biological data mining tasks [24]. Gini Importance is directly derived 

from the Gini Index [25]. The way the random forest works is, first, making a random sample 

from the training data. Then, the random forest will make a decision tree for each sample and 

get the prediction results from each decision tree made. In the resulting random forest decision 

tree, the random forest classifier uses a split function called the Gini Index to determine which 

attributes should be split during the tree learning phase. The Gini Index measures the degree of 

impurity or inequality of the sample assigned to a node based on the split in its parent. The Gini 

Index equation is shown in Equation 9. 

𝐺𝑖𝑛𝑖 =  ∑ 𝑓𝑖(1 − 𝑓𝑖)𝐶
𝐼=1       (9) 

 

where 𝑓𝑖 is the frequency of the i-th label on a node and C is the number of unique labels. 

 

Table 2 The Parameters of Random Forest 

Parameters Values 

criterion ‘gini’ 

max_depth None 

max_features Auto’ 

max_leaf_nodes None 

min_impurity_decrease 0 

min_impurity_split None 

min_samples_leaf 1 

min_samples_split 2 

min_weight_fraction_leaf 0 

n_estimators 10 

verbose 0 

warm_start FALSE 

2. 2.3 AdaBoost 

Adaptive Boosting (AdaBoost) is an algorithm that uses boosting approach in the 

learning process. Boosting is a learning technique that combines several weak learners to 

produce more accurate predictions. The AdaBoost algorithm discovered by Freund and Schapire 

combines weak learners by adjusting the weights through repetition and makes AdaBoost able 

to produce accurate predictive models [26]. The AdaBoost algorithm works as follows. First, the 
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sample weights were initialized for each training data using Equation 10. 

 

𝑆𝑎𝑚𝑝𝑙𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 =  
1

𝑛
      (10) 

 

where 𝑛 is the total training data. Secondly, a decision tree was built with each feature, 

classifying the data, and evaluating the results. Thirdly, the predicted result label is compared 

with the actual label. The tree with the best performance in classifying the sample will be used 

in the next iteration. Fourthly, the significance of the tree's performance in the final 

classification will be calculated by using Equation 11. 

𝑆𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒 =
1

2
log (

1−𝑇𝑜𝑡𝑎𝑙𝑒𝑟𝑟𝑜𝑟

𝑇𝑜𝑡𝑎𝑙𝑒𝑟𝑟𝑜𝑟
)    (11) 

 

where 𝑇𝑜𝑡𝑎𝑙𝑒𝑟𝑟𝑜𝑟 is the number of sample weights that are classified as incorrect. 

Fifthly, update the sample weights so that the next decision tree will consider the errors made by 

the previous decision tree. For trees classified incorrectly, Previously updated weights for trees 

that are classified incorrectly and correctly were calculated using Equations 12 and 13, 

respectively. 

𝑁𝑒𝑤 𝑠𝑎𝑚𝑝𝑙𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 = 𝑠𝑎𝑚𝑝𝑙𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 × 𝑒𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒   (12) 

 

𝑁𝑒𝑤 𝑠𝑎𝑚𝑝𝑙𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 = 𝑠𝑎𝑚𝑝𝑙𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 × 𝑒−𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒   (13) 

  

Sixthly, a new data set was created with a similar size to the original data by picking the 

data randomly. The second to the sixth step was repeated until the maximum iteration was 

reached. Finally, a set of decision trees that have been created was used to make predictions on 

the test data by dividing the tree into two groups based on the results of each tree's decisions. 

Then, the amount of significance for each tree in the group was calculated. The final 

classification is determined according to the largest number of significance. The parameters of 

AdaBoost used in this study are presented in Table 3. 

 

Table 3 The Parameters of AdaBoost 

Parameters Values 

algorithm ‘Samme.R’ 

base_estimator None 

learning_rate 1 

n_estimators 50 

random_state None 

2. 2.4 Decision Tree 

The Decision Tree (DT) is a classification method that recursively breaks down a data 

set into smaller sub-data [27]. DT can handle non-linear relationships between features and 

classes [27]. In addition, DT can work flexibly and efficiently in computing [27]. Each DT 

consists of a root node and a leaf node. Each leaf node has only one root node, and the leaf node 

refers to the class label. In the process, DT works sequentially in testing the data. The most 

common algorithms used in DT are ID3 and classification and regression trees (CART). ID3 is a 

very simple decision tree algorithm [28]. ID3 uses the information gain separation function as 

the separation criterion. The information gain equation can be seen in Equation 14. 

 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 (𝑋, 𝑎) = 𝐸(𝑋) − 𝐸(𝑋 | 𝑎)    (14) 

 

where 𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 (𝑋, 𝑎) is the value of information gain of dataset 𝑋 for variable 𝑎. 
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𝐸(𝑋) is the entropy value for the dataset 𝑋 before the change and 𝐸(𝑋 | 𝑎) is the conditional 

entropy for the dataset given the variable a. The Entropy equation can be seen in Equation 15. 

 

𝐸 =  ∑ 𝑝𝑖𝑙𝑜𝑔2𝑝𝑖
𝐶
𝑖       (15) 

 

where 𝑝𝑖 is the probability of choosing an element of class 𝑖 at random and C is the 

class in the data. The tree expansion will stop when all the instances have a residual value of the 

target feature or when the information gain is not more than 0. In addition, ID3 does not apply a 

pruning procedure and cannot handle numeric attributes or missing values. CART is a decision 

tree algorithm that handles binary cases, which divides a single variable at each node [29]. 

CART uses the Gini Index separation function as the separation criterion. The Gini Index 

equation can be seen in Equation 9. 

2. 3 Model Validation 

We validate the model by evaluating several validation parameters derived from the 

confusion matrix, as shown in Table 4. The validation parameters consist of Sensitivity (SE), 

Specificity (SP), Precision (PREC), Accuracy (Q), F1-Score, and Matthews Correlation 

Coefficient (MCC). We used MCC as an overall measurement to determine the model that gives 

the best performance. MCC is a coefficient that represents the correlation between the observed 

and predicted binary classifications. MCC will return values between -1 and 1, where the 

correlation coefficient value of 1 represents a correct prediction and a coefficient value of -1 is a 

false prediction [30]. Those validation parameters are evaluated by using Equation (16) - (21). 

 

Table 4 Confusion Matrix 

Class Class 1 (Predictive) Class 2 (Actual) 

Class 1 (Actual) TP 

(True Positive) 

FN  

(False Negative) 

Class 2 (Predictive) FP 

(False Positive) 

TN 

(True Negative) 

 

𝑆𝐸 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
       (16) 

 

𝑆𝑃 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
       (17) 

 

𝑃𝑅𝐸𝐶 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
      (18) 

 

𝑄 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
      (19) 

 

F1 − 𝑆𝑐𝑜𝑟𝑒 =  2 ×
𝑃𝑅𝐸𝐶 × 𝑆𝐸

𝑃𝑅𝐸𝐶 +𝑆𝐸
     (20) 

 

𝑀𝐶𝐶 =  
(𝑇𝑃 ×𝑇𝑁)−(𝐹𝑃×𝐹𝑁)

√(𝑇𝑃+𝐹𝑁)(𝑇𝑃+𝐹𝑃)(𝑇𝑁+𝐹𝑁)(𝑇𝑁+𝐹𝑃)
    (21) 

 

In addition, the model is also evaluated with the Receiver Operating Characteristics 

(ROC) curve. This curve describes the success rate of predictions and errors in the classification 

model. ROC is plotted by taking True Positive and False Negative values on the x-axis and y-

axis. From this curve, we can also calculate the Area Under the ROC Curve (AUC) parameter 

[31]. The AUC measures the model's ability to differentiate between the two classification 
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groups and thus represents predictive accuracy.  

After getting the best model, a Y-Scrambling experiment was carried out on the model 

to prove that the model did not match the coincidence correlation. Ten random models were 

developed by randomizing the target value while maintaining the descriptor. The performance 

of the random model is evaluated by calculating the MCC value and comparing the value with 

the non-random model. 

 

 

3. RESULTS AND DISCUSSIONS 

3. 1 Data Distribution 

We investigated the distribution To investigate the distribution of active and inactive 

inhibitors in the train and test set, we derived two Principal Components from the set of features 

using Principal Component Analysis (PCA). PCA is a data simplification technique that 

transforms the data linearly to form a new coordinate system with maximum variance. The 

distribution of the data obtained from PCA analysis can be seen in Figure 2. We found that the 

distribution of active and inactive classes in the train and test set is distinguishable that 

indicating that the data set is not too complex. However, an overlap of data of both classes is 

also found in the center of the graph which points out the challenge to classify those samples. 
 

 
(a) (b) 

Figure 2  The distribution of active and inactive classes in (a) train and (b) test set 

3. 2 Model Validation 

We developed model prediction by utilizing three ensemble methods, i.e., XGBoost, 

Random Forest, and AdaBoost, with Decision Tree as the baseline method, and four fingerprint 

feature types, i.e., Estate, Extended, MACCS, and Pubchem. Those models were developed by 

using the parameters provided in Tables 1, 2, and 3. Then, the performance of those models was 

evaluated by calculating several validation parameters on the train and test set, as shown in 

Tables 5 and 6, respectively. 

As for the train set, we found that the performance of all models is quite satisfying, 

which is indicated by the value of the validation parameters. However, the Decision Tree (DT) 

shows the best performance on all fingerprints with a perfect value of all validation parameters 

in three fingerprint types, i.e., fp_extended, fp_maccs, and fp_pubchem. This indicates the 

ability of the DT to predict the train set perfectly. However, the good performance of a model 

on the train set did not guarantee that the model could give a similar performance on the test set. 

Furthermore, the results might lead to an overfitting condition. 



IJCCS  ISSN (print): 1978-1520, ISSN (online): 2460-7258  ◼ 

Implementation of Ensemble Methods on Classification of CDK2 Inhibitor…(Isman Kurniawan) 

19 

Table 5 The Validation Results of the Train Set 
Fingerprint Method Q SE SP PREC F1-Score MCC AUC 

 

fp_estate 

XGBoost 0.952 0.958 0.947 0.946 0.952 0.904 0.990 

Random Forest 0.996 0.997 0.995 0.995 0.996 0.991 1.000 

AdaBoost 0.931 0.946 0.918 0.915 0.930 0.863 0.978 

DT 0.998 0.999 0.997 0.997 0.998 0.996 1.000 

 

fp_extended 

XGBoost 0.999 0.999 1.000 1.000 0.999 0.999 1.000 

Random Forest 0.999 0.998 1.000 1.000 0.999 0.998 1.000 

AdaBoost 0.990 0.989 0.991 0.991 0.990 0.981 1.000 

DT 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

 

fp_maccs 

XGBoost 0.988 0.995 0.981 0.981 0.988 0.975 0.999 

Random Forest 0.999 1.000 0.999 0.999 0.999 0.999 1.000 

AdaBoost 0.971 0.978 0.964 0.963 0.971 0.942 0.997 

DT 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

 

fp_pubchem 

XGBoost 0.988 0.995 0.981 0.981 0.988 0.975 0.999 

Random Forest 0.996 0.994 0.999 0.999 0.996 0.992 1.000 

AdaBoost 0.983 0.984 0.982 0.982 0.983 0.966 0.999 

DT 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

As for the test set, we found that the combination of Random Forest and Pubchem 

fingerprint gives the best results on all validation parameters, except selectivity (SE). This 

indicates the suitability of the utilization of Pubchem fingerprint on the bagging scheme of 

Random Forest. Meanwhile, the combination of XGBoost and Pubchem fingerprint also gives 

the best result on selectivity and AUC. According to the value of MCC, we found that the best 

result is obtained from the RF-Pubchem method with an MCC value is 0.979. Meanwhile, we 

found that the combination of AdaBoost and Estate fingerprint gives the worst result with the 

value of MCC being 0.817. This indicates that the boosting scheme of AdaBoost is not suitable 

for the feature generated by the Estate fingerprint. 

 

Table 6 The Validation Results of the Test Set 
Fingerprint Method Q SE SP PREC F1-Score MCC AUC 

 

fp_estate 

XGBoost 0.938 0.948 0.928 0.927 0.937 0.876 0.987 

Random Forest 0.948 0.941 0.956 0.957 0.949 0.897 0.992 

AdaBoost 0.908 0.932 0.886 0.880 0.905 0.817 0.961 

DT 0.942 0.941 0.943 0.937 0.939 0.884 0.941 

 

fp_extended 

XGBoost 0.981 0.991 0.970 0.970 0.981 0.962 0.999 

Random Forest 0.979 0.987 0.970 0.970 0.978 0.957 0.996 

AdaBoost 0.968 0.987 0.950 0.949 0.967 0.936 0.993 

DT 0.957 0.959 0.955 0.951 0.955 0.914 0.957 

 

fp_maccs 

XGBoost 0.970 0.978 0.962 0.962 0.970 0.940 0.996 

Random Forest 0.970 0.970 0.970 0.970 0.970 0.940 0.993 

AdaBoost 0.953 0.973 0.934 0.932 0.952 0.906 0.984 

DT 0.972 0.977 0.967 0.964 0.971 0.944 0.972 

 

fp_pubchem 

XGBoost 0.985 0.996 0.975 0.974 0.985 0.970 0.999 

Random Forest 0.989 0.991 0.987 0.987 0.989 0.979 0.999 

AdaBoost 0.970 0.995 0.947 0.944 0.969 0.941 0.991 

DT 0.957 0.955 0.959 0.955 0.955 0.914 0.957 

 

We provided the average value of the validation parameters for each method to compare 

the performance, as shown in Table 7. As for the train set, we found that the Decision Tree (DT) 

method give the best results for all validation parameter. Meanwhile, AdaBoost gives the worst 

results indicated by the lowest value of MCC. However, as for the test set, we found that 

Random Forest gives the best performance with the highest value on all validation parameters. 

On the contrary, the worst results were obtained from the Decision Tree with the lowest value 

on almost all validation parameters. These results point out the overfitting situation of the 

Decision Tree method that might be caused by the too-complex tree structure of the method. 

Regarding the contribution of fingerprint type, we presented the average value of the 

validation parameter for each fingerprint type, as shown in Table 8. As for the train set, we 
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found that Extended FP gives the best value for all validation parameters, which indicated the 

ability of this fingerprint to provide a good feature for the train set. Meanwhile, as for the test 

set, we found that the best results were obtained from the model Pubchem FP with the highest 

value for all validation parameters. This indicated that Pubchem FP gives a balanced quality of 

features for both the train and test set. We also provided the receiver operating characteristic 

(ROC) curve that was used to calculate the AUC parameter.  
 

Table 7 The Average Values of the Validation Parameter for Each Method 
Train Set 

Method Q SE SP PREC F1-Score MCC AUC 

XGBoost 0.982 0.986 0.977 0.977 0.982 0.964 0.997 

Random Forest 0.995 0.997 0.998 0.998 0.998 0.995 1.000 

AdaBoost 0.969 0.974 0.964 0.963 0.968 0.938 0.993 

DT 0.999 1.000 0.999 0.999 0.999 0.999 1.000 

Test Set 

Method Q SE SP PREC F1-Score MCC AUC 

XGBoost 0.968 0.978 0.959 0.958 0.968 0.937 0.995 

Random Forest 0.972 0.972 0.971 0.971 0.972 0.943 0.995 

AdaBoost 0.950 0.972 0.929 0.926 0.949 0.900 0.982 

DT 0.957 0.958 0.956 0.952 0.955 0.914 0.957 
 

Table 8 The Average Values of the Validation Parameter for Fingerprint Type 
Train Set 

Method Q SE SP PREC F1-Score MCC AUC 

fp_estate 0.969 0.975 0.964 0.963 0.969 0.939 0.992 

fp_extended 0.997 0.997 0.998 0.998 0.997 0.994 1.000 

fp_maccs 0.990 0.993 0.986 0.986 0.989 0.979 0.999 

fp_pubchem 0.992 0.993 0.990 0.990 0.992 0.983 1.000 

Test Set 

Method Q SE SP PREC F1-Score MCC AUC 

fp_estate 0.931 0.940 0.923 0.922 0.931 0.863 0.980 

fp_extended 0.967 0.977 0.958 0.957 0.966 0.935 0.982 

fp_maccs 0.962 0.970 0.955 0.953 0.962 0.925 0.982 

fp_pubchem 0.979 0.990 0.969 0.968 0.979 0.959 0.990 
 

Finally, we evaluated the best model by using the y-scrambling method to make sure 

that the result is not related to coincidental correlation. The plot of the y-scrambling analysis is 

presented in Figure 3. We compared the performance of the model developed with the original 

data (no-random) with the model developed using 10 trials of shuffle data. We found that the 

MCC score of the original model outperformed compared to the shuffle one. This indicates that 

there is no coincidental correlation found in our model. 

 
 

Figure 3  The results of the y-scrambling analysis 
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4. CONCLUSION 

 

We have developed a prediction model of CDK2 inhibitor as an anti-cancer agent by 

using 3 ensemble methods, i.e XGBoost, Random Forest, dan AdaBoost, and 4 types of 

fingerprint features, i.e. Estate, Extended, MACCS, and Pubchem fingerprint. Based on the 

results, we found that the best model obtained from Random Forest with Pubchem fingerprint 

with the value of accuracy, F-1 score, MCC, and AUC are 0.989, 0.989, 0.979, and 0.999, 

respectively. To improve the results, we suggest combining those methods to become the 

weight-based majority voting method. Also, feature selection should be considered to be 

conducted to avoid too complex a model and overfitting conditions. 
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