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Abstrak 

Seiring dengan berkembangnya cryptocurrency, tidak dipungkiri bahwa harga dari 

crypto tidaklah stabil. Salah satu faktor yang mempengaruhinya yaitu meningkatnya volume 

transaksi yang menarik minat peneliti untuk melakukan penelitian dalam mengembangkan 

metode prediksi harga koin dari cryptocurrency. Hasil prediksi dipengaruhi oleh penggunaan 

metode, algoritma hingga jumlah data. Pada penelitian ini akan dilakukan pemodelan prediksi 

dengan menggunakan metode LSTM dan data jangka pendek. Penelitian ini akan melakukan 2 

percoba menggunakan metode LSTM sederhana dan memanfaatkan multivariate time series 

dengan LSTM. Hasilnya diperoleh nilai terkecil prediksi menggunakan skenario pembangian 

alokasi data 80/20, inputan layer LSTM = 360, Epoch = 500 yang dilakukan yaitu koin Solana 

dengan RMSE = 0.111, R2 = 0.9962. Dapat disimpulkan bahwa penggunaan data jangka 

pendek dapat digunakan dalam pembuatan pemodelan prediktif, namun perhatian khusus perlu 

diberikan pada karakteristik dataset yang digunakan dan metodologi pemodelan, dan 

diharapkan hasil penelitian ini dapat dapat dimanfaatkan dalam penelitian selanjutnya 
 

Kata kunci—Cryptocurrency, Prediksi, Long short-term memory (LSTM), Short-term data 
 

Abstract 

As cryptocurrencies develop, it cannot be denied that crypto prices are volatile. One of 

the influencing factors is the increasing volume of transactions which attracts the interest of 

researchers to conduct research in developing coin price predictions from cryptocurrencies. 

The method, algorithm and amount of data affect the prediction results. In this study, prediction 

modelling will be carried out using the LSTM method and short-term data. This study will 

conduct two experiments using the simple LSTM method and utilising multivariate time series 

with LSTM. The smallest predicted value is obtained using an 80/20 data allocation distribution 

scenario, input layer LSTM = 360, Epoch = 500, a Solana coin with RMSE = 0.111, R2 = 

0.9962. It can be interpreted that short-term data can be used in making predictive models. Still, 

special attention needs to be paid to the characteristics of the dataset used and the modelling 

methodology, and it is hoped that the results of this study can be used in further research. 
 

Keywords— Cryptocurrency, Prediction, Long Short-term Memory (LSTM), Short-term data 
 

 

1. INTRODUCTION 
 

The emergence of the Industry 4.0 era in the technological realm has affected all aspects 

of human life. One can feel the presence of a revolution impacting a consumer society with 

social, cultural, and economic changes. IoT-based systems, Robotics, and Cloud systems 

contribute to the realisation of the Industry 4.0 revolution and a new digital economy following 

this revolution. 

The digital economy that is felt in everyday life is characterised by transaction 

processes that are carried out not only traditionally but also digitally processes, also known as 

digital payments. Traditionally implemented financial transaction systems rely on third parties, 



◼          ISSN (print): 1978-1520, ISSN (online): 2460-7258 

IJCCS  Vol. 17, No. 1,  January 2023 :  33 – 44 

34 

such as banks, to process transactions in a particular format. The third party acts as an 

intermediary for exchanging money, which makes this scenario work well for financial 

transactions. However, it is also possible that customers do not trust this non-transparent and 

flexible system [1]. 

People trust these third parties because of their accountability and predictability status 

[2]. However, its presence causes people to lose control over ownership of their data due to the 

monopoly system they use. Based on the trust of more than 6 billion people, the annual 

transaction value of money reaches 200 trillion [3]. Following this fact, a question arises as to 

how people can trust a financial monopoly system implemented without guaranteeing security 

and access of third parties to personal data and transaction processes that are not transparent to 

the unfortunate event of a failed transaction. In 2008, Satoshi Nakamoto responded to the unrest 

by bringing significant changes. The invention of the bitcoin, which utilises the blockchain 

distributed ledger technology, became the forerunner of the first coins used as currency in 

cryptocurrency systems [4] by utilising a peer-to-peer (P2P) transfer system that allows users to 

transfer digital money through public networks without a third party or intermediary [5]. 

Cryptocurrency is a virtual currency that is used in the financial system. The security of this 

virtual currency is ensured by using cryptography, which, combined with the distributed ledger 

technology, makes it impossible to counterfeit or double spend. 

Cryptocurrencies (also shortly called crypto) are founded on the principle of 

decentralised control compared to standard currencies, which depend on a banking system [6]. 

However, crypto itself is generally unstable due to the volume or number of transactions and the 

occurrence of significant changes [7] due to one of them, namely the issue or public trend that 

occurs. This is the reason why an increasing number of researchers are interested in conducting 

research related to the instability of cryptocurrency, including predicting the price of coins in 

cryptocurrency by utilising machine and deep learning algorithms, including RNN, LSTM [8], 

ARIMA, GRU [9], LR and SVM [10], [11] and Decision Tree based Regression approach [12]. 

Apart from using algorithms, some researchers also use historical data, news, public 

announcements, and the latest trends that affect the rise and fall of coin prices [13] [14]. 

The amount of data affects the results of a prediction. Soejoeti said that a time series 

analysis requires a minimum of 50 time series data [15]. Previous research used one-month 

historical data using the autoregressive vector method and a crypto coin, namely Ethereum. The 

metric used for evaluation by researchers is RMSE, and the results of their research with an 

opening price of RMSE 890.29, the highest price is 930.50, the lowest price is 1164.12, and a 

closing price is 978.37 [16]. 

The authors in [17] used ten months of historical data using the random forest method and 

a crypto coin, namely Bitcoin. Evaluation of the method used by the researchers, namely MAPE 

with the scenario of dividing the data carried out, resulted in MAPE values of  9.14% for a 

70:30 split, 80.16% for a 50:50 split, and 63.05%for a 30:70 split. Other researchers use the 

LSTM and ARIMA methods to predict the price of crypto coins, namely EOS, BTC, ETH, and 

DOGE. Vulnerable data were collected for the period November 9, 2017 – June 30, 2022. The 

error evaluation used by researchers is RMSE with the predicted results of each coin, namely for 

EOS 0.119, for BTC 1334,755, for ETH 117,655, and for the DOGE case 0.007 for LSTM and 

EOS 0.436, BTC 1718.339, ETH 136.605 and DOGE 0.025 for ARIMA [18]. 

Based on previous research, it is not only the amount of data that affects the prediction 

results but also the scenario used and also the crypto coins that will be predicted. The main 

contribution of the work that will be presented in this study is how the sharing of historical 

short-term data can increase the use of methods to predict specific cryptocurrency prices. 

 

2. METHODS 
 

Research methods should incorporate a design model or workflow that is used to carry 

out the research. In this case, this research workflow followed the steps presented in the 

research [18]. Figure 1 presents the flow of this research. 
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Figure 1 Workflow 

 

2.1 Literature Review  

The first step is the review and analysis of literature, including related work on similar 

subjects. Reviews include a survey of scientific articles, books, or relevant sources to our field 

of research [19] and results in a summary of the main findings.  
 

2.2 Data Collection  

The next step is to collect cryptocurrency data from global portals that provide analysis, 

financial market news, and historical crypto data (detailed intermediate steps are analysed in 

Figure 2. 

 
Figure 2 Data collection 

 

The process of getting data starts with access to finance.yahoo.com and selecting the 

crypto menu. Then we select the desired coin and select historical data. In the time period menu, 

the interested researcher can select the desired time frame and change the daily frequency. 

Relevant data can then be exported in CSV format.  

The datasets used in this research are Bitcoin (BTC), Ethereum (ETH), and Solana 

(SOL), as shown in Table 1, where the obtained data are separated by scenario. The data 

obtained in CSV format for the three selected periods and for all three coins resulted in 9 CSV 

datasets in total. 

Table 1 Types Of Cryptocurrencies 
Coin Month Range 

Bitcoins, 

Ethereum, Solana 

1-month 1 - 30 June 2021 

3-months June 1, 2021 - August 31, 2021 

5-months June 1, 2021 – October 2021 
 

For this research, we used Bitcoin and Ethereum crypto coins as a reference that could be 

compared against results published in the literature over the last five years, also focusing on 

these most popular coins to predict crypto prices. To also allow a comparison to one of the 

newest coins gaining popularity and entering into the top 20 coins, the Solana crypto is also 

included in our study. Figure 3, Figure 4, and Figure 5 present samples of the datasets used for 

modelling the prediction of cryptocurrency prices. 
 

 
Figure 3 Bitcoin Data Samples 
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Figure 4 Ethereum Data Samples 

 
Figure 5 Solana Data Samples 

 

As can be seen, the sample data consist of 7 variables, namely Date, Open, High, Low, 

Close, Adj Close, and Volume. This research later attempts to predict crypto prices based on the 

Open variable, which represents the price earlier on that date [17]. Then we try to combine 

variables Open, Close, and Volume as a scenario to predict whether the price opening, closing, 

and volume transaction will later produce remarkably different predictions. 
 

2.3 Pre-processing   

Pre-processing of data follows the data collection step utilising the Python programming 

language and Google collaboratory tools. Pre-processing is the stage in data mining where the 

data will be processed by eliminating data that lie outside selected ranges or data changed to a 

more understandable format [20]. Pre-processing is carried out, namely loading data, null 

checking whether there is a data column that is null or empty, then dropping data if there are 

null data and data normalisation. Data normalisation is done for appropriately scaling the range 

of data values since significant variances may not allow them to be used directly [1]. 

In this study, pre-processing was carried out by applying data normalisation as expressed 

in equation 1), which represents a min-max normalisation formula used to appropriately scale 

data in the range 0-1. 

     (1) 

Xoriginal is the data to be normalised, and Xnormalized is data that has been normalised. Xmin is 

the minimum value of all data, and Xmax denotes the maximum value out of the whole dataset. 

In addition, the Min-max scaler is enabled to minimise errors that occur during data modelling 

[21]. 
 

2.4 Data Splitting   

Next, data splitting into separate training and testing data sets are performed for using 

them later to build and evaluate the machine learning model. The amount of training data 

usually have a larger percentage in comparison to the testing data [22]. 
 

Table 2 Allocation Data 
Training Testing 

60 40 

70 30 
75 25 

80 20 
 

The scenarios in this study aim to develop optimal data allocation for short-term data to 

predict the price of each cryptocurrency. Based on past results from our literature review, we 

decided to use the data allocation shown in Table 2. Later, training testing data will also be 

selected (developing python scripts) randomly. 
 

2.5 Modeling   

After splitting the data, Machine Learning modelling is carried out for our prediction 

using the Long Short Term Memory (LSTM) method. 
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Figure 6 Long-Sort-Term Memory model architecture 

 

LSTM is a variant of the containing RNN cell memory in which it is frequently used. 

LSTM itself was developed in the late 90s by Sepp Hochreiter and Jurgen Schmidhuber [23].  

LSTM is known to have qualified capabilities in building predictive models. LSTM is a 

derivative of Recurrent Neural Network (RNN), a method designed to process data sequences 

[24].  Figure 6 shows the original architecture of the LSTM, which consists of an input gate (it) 

and an output gate (ot). In the LSTM computing process, the calculation is carried out using the 

following formula; 

    (2) 

    (3) 

       (4) 

    (5) 

      (6) 

Where ct on equation (3) denotes the cell state of LSTM. Wi, Wc, and Wo in equentions 

(2), (3), and (5) are the weights, and the operator ‘.’ Donates the pointwise multiplication of two 

vectors. Ht is the output vector, b is the bias vector, σ is the sigmoid activation function. When 

updating the cell state, the input gate can decide what new information can be stored in the cell 

state, and the output gate decides what information can be output based on the cell state [25]. 

The main target of our method was to result in the smallest possible error value of 

predictions made and to increase the accuracy of the method used in prediction. For error 

evaluation, this study uses the Root Mean Square Error (RMSE). RMSE is the square root of 

variant residue that shows how close the observed data points are with respect to the evaluated 

values produced by the prediction method [26]. RMSE is often used for regression problems. Yi 

in equation (7) denotes the value prediction, y denotes the actual value, and n is the amount of 

data. 

     (7) 

In addition to RMSE, a test of the coefficient of determination was carried out to measure 

the extent to which the contribution of the independent variables in the regression model can 

explain the variation of the dependent variable, which can be assessed by R – Squared (R2). The 

higher the value of R2 close to number one, the better the prediction model of the proposed 

research model. The value of the coefficient of determination is between 0 and 1 [27]. ŷi from 

equation (8) is the value prediction or point on the regression line, ỹi represents the average of 

all values, and yi represents the actual value. 

     (8) 

There are three categories of R2 values that are strong, moderate and weak. 0.99 – 0.75 is 

included in the strong category. 0.74 – 0.50 is included in the moderate. 0.49 – 0.25 is the weak 

category. If R2 = 0.982, it can be explained that around 98.2% of the variation in the value of 
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variable Y can be explained by variations in the value of variable X [28]. 
 

2.6 Visualisation 

The final stage is the data visualisation process in the form of graphs based on the results 

obtained from the cryptocurrency price prediction process. Visualisation is implemented using 

the plot function of the python programming language. 
 
 

3. RESULTS AND DISCUSSION 
 

This research uses as a baseline results from 7 previous studies published within the last 

five years and presents results with respect to cryptocurrency price prediction using machine 

learning and deep learning methods, as shown in Table 3 below. 
 

Table 3 Literature Review 

Author Summary Technique 
Cryptocurrencie
s 

Datasets 

Sean McNally 

et al. (2018) 

[8] 

Ascertain how accurately the direction 
of the bitcoin price in USD can be 

predicted with the price source of the 

bitcoin index 

RNN, LSTM, 

ARIMA 
Bitcoins 

CoinDesk 
August 19 - 

2013, to 

July 19, 

2016 

Muhammad 

Rizwan et al. 
(2019) [9] 

Develop a model that predicts bitcoin 
prices using deep learning algorithms 

RNN, LSTM, 
ARIMA, GRU 

Bitcoins 

August 19 - 

2013, to 
July 19 

2016 

Poongodi M 

et al. (2020) 

[10] 

Investigate how the price of the 

Ethereum cryptocurrency is predicted 

and what kinds of trends are found over 

time for this currency. 

LR, SVM Ethereum - 

Siti Saadah et 

al. (2021) [17] 

Build a bitcoin price prediction system 

using a random forest algorithm. 
Random Forest Bitcoins 

investing.Co

m January 
1, 2019, to 

October 13, 

2019 

Pradana 

Ananda 

Raharja 
(2021) [16] 

Perform analysis using the vector 

autoregressive approach for Ethereum 
coin currency time series data. 

Vector 

Autoregressive 
Ethereum 

Yahoo 

Finance 
May 2021 

Zeinab 

Shahbazi et al. 

(2021) [28] 

Achieve better performance for 
cryptocurrency predictions with a small 

error rate. Researchers use a 

Reinforcement Learning approach 

integrated into the framework for 
predictions of Litecoin and Monero 

crypto coins. 

Reinforcement 

Learning 

Bitcoins, 

Monero 
2016-2020 

Deny Haryadi 

et al. (2022) 

[19] 

Applying the SVR method to predict 

the closing price of a polka dot crypto 

coin. 

SVR Polka dot 

Yahoo 

Finance 

August 20, 

2020, to 
December 

31, 2021 

 

Machine learning itself is an underlying process of artificial intelligence that attempts to 

imitate human intelligence to make possible the prediction of future events based on past data. 

The authors in [29] showed that to find the effects of cryptocurrency on well-formed portfolios 

using the Modern Portfolio Theory approach, we can create an investment portfolio. The results 

show that inclusion in the portfolio increases its effectiveness by reducing the standard 

deviation and providing investors with an allocation of options. The authors in [30] use 

traditional SVM and linear regression methods to predict bitcoin value taking into account daily 

time series. The variable used is the closing price of bitcoin to create its predictive model. 
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It is worth noting that from the analysis of the previous research, we can deduce that it's 

not just the amount the variables they use in their prediction models but also the variations in 

the time series that researchers use differently. We can observe 1-month, 10-months, 17-months, 

3-years, 4-years, 6-years, and 8-year intervals. Some studies use only one crypto coin as a 

reference for the methods used, while others study a number of crypto coins for the methods 

they use. An additional observation is that the most frequent method used in these last five years 

is based on the LSTM model architecture, and the crypto coins used most frequently are Bitcoin 

and Ethereum. In our study, we are interested in evaluating how short data can affect the 

performance of the prediction method. Specifically, we are interested in scenarios that can 

optimise performance in terms of error (to be minimised) and accuracy (to be maximised).  

The prediction model in this study was developed using Google collaboratory tools and 

the python programming language. Next, modelling was carried out using the LSTM as 

provided by the Keras library using the initialisation parameters that are shown in the following 

Error! Reference source not found.. 

Table 4 Modeling Parameters 

No Type Information 

1 Layers 2 

2 Optimizer Adam 

3 Loss MAE 

4 Epoch 300, 500 

5 Batch-size 100 

 

Modelling using LSTM was carried out through 2 modelling experiments. The first is a 

model that uses an input layer filled with 100 neurons, 300 epochs, and batch-size 100 tested on 

Bitcoin, Ethereum, and Solana. The allocation of data used in this first experiment is 60/40, 

70/30, 75/25, and 80/20. 

Table 5 Results of the First Experiment. 

Crypto Allocation 

Data 

RMSE 

1-month 3-month 5-month 

Bitcoin 75/25 1510.913 1598.894 2023.919 

Ethereum 80/20 119,707 123,289 150,552 

Solana 80/20 2,404 6,438 9,755 

 
Table 5 presents the RMSE results from the first modelling of Bitcoin, Ethereum, and 

Solana with the data used 1-month, 3-months, and 5-months. The results show the use of the 

best data allocation with the lowest error value is 80/20 for Solana and Ethereum coins and 

75/25 for Bitcoin. The error value generated for the Solana coin is more minor than Bitcoin, 

which has an error value in the thousands for 1-month data usage. It can be seen that the 

difference in the RMSE value generated by the three coins is relatively small, with the amount 

of data used being different. 

The second experiment was carried out utilising Multivariate Time Series Forecasting. 

Multivariate Time Series Forecasting is a forecasting method where it is inherently assumed that 

the variables depend on each other [31]. In other words, this method uses more than one 

variable or changing criteria from time to time[32]. Using this, we expect the prediction results 

to be more accurate than univariate methods, i.e., based on only one variable [33]. In this second 

experiment, it is not only data allocation and short-term data that define the scenario. Here, we 

test the value of the neuron in its LSTM layer and the running epoch. First, the conversion 

process was carried out so that supervised learning could be carried out, entering the input 

sequence, casting the sequence, combining the sequence results, and checking for null data. 

Next, we determine the data variables to be used. Open, Close, and Volume from datasets will 

be used to test this data. Then we normalise the data with the min-max scaler and proceed with 

reframing the sequence data earlier. 
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Then we do the data allocation to build a prediction model using the LSTM method. In 

this case, the data allocation is the same as in the first experiment 60/40, 70/30, 75/25, and 

80/20. The LSTM layers used here are 100, 128, 142, 182, and 360. The different inputs of the 

LSTM layer are intended to determine whether the input value will affect the results of the 

predictions made using this short-term data. There is no specific value or formula to determine 

the LSTM Layer input during modelling, and the researcher only estimates the possible numbers 

to produce the best deal. The epochs used are 300 and 500. Experiments were carried out on 

short-term data on Bitcoin, Ethereum, and Solana coins over a period of 1-month, 3-months, and 

5-months. 

Table 6 Results of RMSE and R2 Bitcoin Second Experiment 

Data Data 

Allocations 

LSTM 

layers 

Epochs RMSE R2 

1-month 60/40 360 500 61,646 0.9984 

3-months 
80/20 

360 500 49.02 0.9998 

5-month 360 500 83.55 0.9997 

 
Table 6 shows the three smallest results from the second experimental process with the 

resulting RMSE and R2 values to predict bitcoin prices using short-term data. The use of 

reasonable data allocation on short-term data for Bitcoin is 60/40 and 80/20 with the input layer 

LSTM 360 and epoch 500. The minor results for Bitcoin are the use of 3 months of data with a 

value of 49.02 and testing the coefficient of determination using R2 is 0.9998.  

 
Figure 7 The results of the second bitcoin prediction experiment 

 

Even though the resulting error is relatively high, the results of testing the coefficient of 

determination using R2 touch the number 0.999. Where according to the previous explanation 

that the higher the value of R2 close to number one means, the better the prediction model of the 

proposed research model. These results can also be seen in the visualisation in Figure 7, for the 

y-axis is the price of coins in USD, and the x-axis is the date, that the actual and predicted 

graphs are the same and balanced, which means this method can be used. 

 

Table 7 Results of RMSE and R2 Ethereum Second Experiment 

Data Data 

Allocations 

LSTM 

layers 

Epoch RMSE R2 

1-month 

80/20 

360 500 12,241 0.9905 

3-months 360 500 3,618 0.9985 

5-months 360 300 2,887 0.9999 

 

Table 7 shows the three smallest results from the second experimental process with the 

resulting RMSE and R2 values to predict Ethereum prices using short-term data. The data 

allocation distribution in the Ethereum experiment was the same for the slightest error value of 

80/20 with LSTM 360 and 500 epoch inputs.  
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Figure 8 The results of the second Ethereum prediction experiment 

 

The minor result for Ethereum price prediction uses 5-month data with a value of 2.887, 

and the test value of the coefficient of determination using R2 is 0.9999. The graph shown in 

Figure 8 shows that there is no line difference between the actual value and the predicted results 

from the modelling made. 

Table 8 Results of RMSE and R2 Solana Second Experiment 
Data Data Allocations LSTM layers Epoch RMSE R2 

1-month 80/20 360 500 0.111 0.9962 

3-months 60/40 360 500 0.884 0.9984 
5-months 75/25 128 300 0.318 0.9998 

 

Table 8 shows the three smallest results from the second experimental process with the 

resulting RMSE and R2 values to predict Solana prices using short-term data. Different from the 

two previous crypto coins, the prediction results for the Solana coin are pretty varied for the use 

of data allocation, so the RMSE results are below number 1. 

 
Figure 9 1-Month Solana Prediction Visualization 

 

Starting with 1-month short-term data used on Solana crypto coin, Figure 9 shows the 

actual value and the results of the predictions made. The data allocation used is 80/20 with the 

number of LSTM layers inputted, which is 360, and the epoch used is 500 resulting in the 

smallest RMSE value of 0.111 with an R2 value of 0.9962. From the visualisation results 

obtained, there is a prediction graph that is slightly above the actual value, but these results can 

still be used by considering the amount of error obtained from the prediction results. 

 
Figure 10 3-Month Solana Prediction Visualization 

 

Then we used 3-month of short-term data on the Solana crypto coin. Figure 10 shows 

the actual value and results of the predictions made. The data allocation used is 60/40, with the 

number of LSTM input layers being 360 and the number of epochs used 500, resulting in the 

smallest RMSE value of 0.884 with an R2 value of 0.9984. From the results of the visualisation 
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obtained, there is a prediction graph that does not show a significant difference between the 

actual value and the results of the predictions made. 

 
Figure 11 5-Month Solana Prediction Visualization 

 

And lastly, 5-month short-term data on the crypto coin Solana have been used. Figure 

11 shows the actual value and the results of the predictions made. The data allocation used is 

75/25, with the number of input LSTM layers being 182 and the number of epochs used being 

300 resulting in the smallest RMSE value of 0.318 with an R2 value of 0.9997. From the results 

of the visualisation obtained, there is a prediction graph that does not show a significant 

difference between the actual value and the results of the predictions made. 

The use of data in predicting cryptocurrency prices using the LSTM method will affect 

the results of the prediction model. This is emphasised more when using short-term data. 

Various evaluation values are obtained from the results of short-term data experiments to 

predict cryptocurrency prices using the LSTM method. In the first experiment using the simple 

LSTM method, it was able to make predictions on all crypto coins used with the smallest RMSE 

value in this first experiment, namely the RMSE of the Solana coin being 2,404 for the scenario 

of its application, namely 1-month data, 60/40 data allocation, and 300 epochs. Bitcoin 

generates an RMSE value of 1510,913 and Ethereum generates an RMSE of 119,707. 

This second experiment uses a multivariate time series which produces a significant 

error. In particular, the multivariate time series method using LSTM on Bitcoin produces a 

value of RMSE = 49.02 with R2 = 0.9998. Furthermore, the resulting RMSE for Ethereum is 

2.887 with R2 = 0.9999, and the RMSE for the Solana coin is 0.111 with R2 = 0.9962. 

Compared to published research results (Pradana Ananda Raharja, 2021) which used one month 

of Ethereum coin data in its opening data, resulted in an RMSE value of 890.29, there was a 

decrease in the error value in this study using 1-month of Ethereum data resulting in an RMSE 

of 12,241. 

In addition to utilising Multivariate Time Series Forecasting, this research also studies 

scenarios with varying LSTM input layers, data allocation, and epoch values in the predictive 

modelling process. By observing quite a variety of results in each test, the method used can only 

be considered optimal for certain types of crypto coins. Several factors may be involved, 

especially the difference in the price of the coins used to predict the price of these 

cryptocurrencies. Bitcoin (BTC) and Ethereum (ETH) have quite high prices with high USD-

level volatility, so high and low prices have a large enough gap to be studied using the method 

used. 
 

4. CONCLUSIONS 
 

Based on the results and previous discussion, it can be seen that using short-term data to 

predict cryptocurrency prices using the LSTM method can be done with two experiments, 

namely the first experiment using the LSTM method and the second using Multivariate Time 

Series Forecasting and LSTM. This study achieved the nominal error value for using short-term 

data in predicting using Solana coins, namely RMSE = 0.111 and R2 = 0.9962, with the 

distribution of the data allocation used being 80/20, the input layer LSTM = 360 and epoch = 

500. 

The author realises that the results obtained still need to be improved. Therefore, the 

consideration for further research is to consider the hidden layer in the model and the number of 
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input layers used. In addition, future research also contemplates using coins with high and low 

transaction volumes, which will affect the prediction results. 
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