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Abstrak

Penuaan populasi merupakan isu yang menjadi perhatian dunia, salah satunya karena
dengan tubuh yang semakin menua kondisi badan juga semakin melemah yang berkemungkinan
besar terjadi keadaan jatuh. Jatuh sangat berbahaya utamanya bagi para lansia karena dapat
terjadi masalah serius yang dapat menyebabkan cedera serius atau bahkan kematian. Keadaan
jatuh ini penting untuk dapat di deteksi dengan cepat dan akurat guna mengambil tindakan
preventif pencegahan penanganan yang lama saat terjadi kondisi jatuh.

Penelitian ini melakukan perancangan sistem Klasifikasi aktifitas fisik manusia yang
utamanya digunakan untuk mendeteksi keadaan jatuh dengan merancang tujuh arsitektur model
dengan pendekatan baru menggunakan metode varian recurrent neural network (RNN), yaitu
long short-term memory (LSTM), gated recurrent unit (GRU), dan simple recurrent neural
network (SimpleRNN) dan variasi dengan convolutional neural network (CNN), yaitu 1D
Convolutional Neural Network (1D CNN).

Hasil validasi klasifikasi menunjukkan bahwa metode yang digunakan dalam
eksperimen untuk kelas duduk, berdiri dan jatuh mendapatkan nilai yang sempurna, sedangkan
kelas jatuh mendapatkan nilai yang berbeda tiap arsitektur model yang dirancang. Untuk
keseluruhan kelas, performa terendah dimiliki oleh kombinasi model arsitektur 1D CNN dan
SimpleRNN dengan nilai akurasi sebesar 95,6%, sedangkan performa tertinggi dimiliki model
arsitektur SimpleRNN dan kombinasi model arsitektur CNN dan GRU dengan nilai akurasi
mencapai 99,0%.

Kata kunci— Penuaan populasi, keadaan jatuh, Sistem klasifikasi aktifitas fisik manusia,
recurrent neural network (RNN), convolutional neural network (CNN)

Abstract

The aging population is a global concern, partly because as the body ages, physical
conditions weaken, increasing the likelihood of falls. Falls are particularly dangerous for the
elderly as they can lead to serious problems and even death. Detecting falls quickly and
accurately is crucial to implement preventive measures and timely intervention when a fall
occurs.

This research focuses on designing a human physical activity classification system,
primarily used for fall detection. Seven model architectures are proposed using a novel
approach involving the variant of recurrent neural network (RNN) methods, including Long
Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), and Simple Recurrent Neural
Network (SimpleRNN). Additionally, variations with Convolutional Neural Network (CNN) are
explored, specifically 1D Convolutional Neural Network (1D CNN).

Validation results of the classification show that the experimented methods for the
classes of sitting, standing, and falling achieved perfect scores, while the falling class showed
varying scores for each designed model architecture. For the overall classes, the lowest
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performance is observed in the combination of 1D CNN and SimpleRNN architecture with an
accuracy of 95.6%, whereas the highest performance is attributed to the SimpleRNN
architecture and the combined CNN and GRU architecture with an accuracy reaching 99.0%.

Keywords— Population aging, falling conditions, Human physical activity classification
system, Recurrent Neural Network (RNN), Convolutional Neural Network (CNN)

1. PENDAHULUAN

Penuaan populasi merupakan perhatian global dengan proyeksi jumlah lansia yang terus
meningkat. Indonesia sendiri, saat ini mengalami peningkatan lansia dari 7,56 persen pada tahun
2010 menjadi 9,7 persen pada tahun 2019 dan diperkirakan pada tahun 2035 sebesar 15,77
persen. [1]. Kondisi ini memperlihatkan risiko tinggi terjadinya kejadian jatuh pada lansia, yang
dapat mengakibatkan cedera serius atau bahkan kematian. Oleh karena itu, deteksi jatuh menjadi
krusial sebagai langkah preventif untuk meminimalkan penanganan yang lama saat kejadian
jatuh terjadi.

Pendekatan untuk deteksi jatuh dapat dibagi menjadi metode berbasis vision dan
berbasis sensor. Metode berbasis vision menggunakan perangkat pencitraan seperti kamera
video untuk melacak perilaku pengguna, tetapi memiliki masih mengalami kesulitan dalam
mengenali objek-objek kecil yang berdekatan dan objek-objek baru dari gambar yang memiliki
konfigurasi maupun aspek rasio yang berbeda [2]. Di sisi lain, metode berbasis sensor
menggunakan akselerometer dan giroskop, yang memberikan informasi akurat tentang gerakan
tubuh dan orientasi [3]. Sensor dapat dikenakan sehari-hari, termasuk pada smartphone, dan
dapat bekerja di berbagai lingkungan.

Pengembangan perangkat lunak menggunakan pembelajaran mesin, khususnya dengan
algoritma seperti Long Short Term Memory (LSTM) dan Convolutional Neural Network
(CNN), telah meningkatkan akurasi deteksi jatuh pada lansia [3][4]. Meski demikian, tantangan
seperti kompleksitas algoritma dan waktu pemrosesan data masih perlu diatasi untuk
memastikan respons sistem yang cepat dan akurat [5]. Penambahan data dapat menjadi solusi
untuk mengatasi overfitting tanpa perlu menambah jumlah neuron pada model (Lisha et al.,
2022).

2. METODE PENELITIAN

2.1 Analisis Sistem

Penelitian ini dirancang untuk mengembangkan sistem deteksi kejadian jatuh pada
lansia menggunakan sensor akselerometer dan giroskop pada smartphone. Data aktifitas fisik
manusia dilakukan pra-pemrosesan sebelum dilakukan proses pelatihan dan evaluasi. Pada
proses pelatihan dilakukan dengan tujuh rancangan arsitektur model yang dibuat, yaitu
menggunakan LSTM, GRU, SimpleRNN, 1D CNN, dan kombinasi 1D CNN dengan LSTM,
GRU, serta SimpleRNN.

2. 1.1 Rancangan Sistem Perangkat Lunak

Rancangan sistem perngkat lunak deteksi jatuh menggunakan sensor smartphone
melewati serangkaian tahapan. Instalasi library seperti Tensorflow dan Numpy diperlukan
sebelum perangkat lunak menerima data sensor, termasuk akselerasi, rotasi, dan percepatan
akselerasi. Proses pra-pemrosesan melibatkan pembersihan dan penggabungan data, sementara
data sensor dipecah menjadi segmen waktu kecil untuk pemrosesan bertahap. Berbagai
arsitektur model deep learning seperti LSTM, RNN-GRU, SimpleRNN, dan 1D CNN
digunakan untuk klasifikasi aktifitas fisik manusia, dengan evaluasi menggunakan metrik
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seperti akurasi dan F1-score. Dalam implementasi real-case scenario, sistem dapat mendeteksi
jatuh dan memberikan notifikasi getaran selama 5 detik. Dengan langkah-langkah ini, sistem
menyediakan solusi deteksi jatuh yang efisien menggunakan sensor smartphone dan model deep
learning. Rancangan sistem perangkat lunak dapat dilihat pada Gambar 1.

Instalasi Library » Input Data p| Pra-pemrosesan
Data
Pelatihan Model |« Pemodelan =) Segmentasi Data
. «| Deploy Model ke - .
Evaluasi Model Aplikasi Testing

Gambar 1 Rancangan Sistem Perangkat Lunak

2. 1.2 Topologi Model

LSTM, GRU, SimpleRNN, CNN
Base Network

Kernel {200x32) Kernel (32) Kemel (4)
(32 Neurons) (32 Neurons) {4 Neurons)

Gambar 2 Topologi Model

Topologi model pada Gambar 2 dirancang untuk membuat rancangan arsitektur model
Klasifikasi aktivitas fisik manusia, khususnya kejadian jatuh, menggunakan data sensor dari
smartphone. Dengan menerima jendela masukan yang berisi nilai akselerometer, giroskop, dan
percepatan akselerasi dalam interval waktu tertentu, model ini mengggunakan lapisan arsitektur
seperti LSTM, GRU, SimpleRNN, dan CNN untuk memahami informasi urutan waktu dan
karakteristik data. Lapisan dropout ditempatkan untuk mencegah overfitting, dan lapisan flatten
meratakan output sehingga dapat dimasukkan ke dalam lapisan dense. Lapisan dense pertama
bertindak sebagai penghubung antara lapisan rekurent dan output, menggunakan fungsi aktivasi
ReLU, sedangkan lapisan dense terakhir memiliki fungsi softmax untuk mengklasifikasikan
aktivitas fisik manusia ke dalam empat kategori: "duduk”, "berdiri", "berjalan”, atau "jatuh".
Penggunaan regularisasi L2 membantu mengontrol kompleksitas model dan mencegah
overfitting, sementara keluaran dari model ini adalah aktivitas yang diklasifikasi berdasarkan
probabilitas tertinggi.

Model ini menghadirkan pendekatan yang komprehensif dalam pemrosesan data sensor
dan pemodelan aktivitas manusia, dengan fokus pada deteksi jatuh. Dengan menggabungkan
elemen-elemen seperti lapisan rekurent, dropout, dan dense, topologi ini dirancang untuk
mencapai keseimbangan antara akurasi dan generalisasi model, memastikan respons yang andal
dalam mengidentifikasi aktivitas fisik manusia.
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2. 2 Akusisi Data

Penelitian ini menggunakan data aktifitas fisik pada manusia. Data yang digunakan
merupakan data sekunder yang diperoleh dari platform penyedia dataset dan data primer melalui
uji coba mandiri. Data yang diperlukan yaitu data akselerasi, rotasi dan total akselerasi yang
harus direkam dalam tiga sumbu (x, y, dan z) untuk mendapatkan informasi spasial yang
lengkap.

2. 3 Pra-pemrosesan

Raw data hasil akusisi data akan dilakukan pra-pemrosesan data sebelum dilakukan
pelatihan menggunakan model yang dirancang. Pra-pemrosesan data dilakukan dengan memuat
data ke jupyter notebook, membagi data menjadi data latih dan data uji, menggabungkan data
menjadi satu data frame, dan segmentasi data.

2. 4 Pengujian Sistem

2. 4.1 Evaluasi

Proses evaluasi sistem akan dilakukan dengan menguji apakah sistem mampu untuk
mengklasifikasikan data akselerometer, giroskop, dan percepatan akselerasi ke dalam empat
kelas aktifitas fisik manusia. Pengukuran akan dilakukan dengan memanfaatkan teori Confusion
Matrix yang akan membandingkan keluaran dari sistem dengan label sebenarnya dari data dan
selanjutnya akan menghasilkan angka akurasi, presisi, Recall, dan f1-score.

2. 4.2 Validasi

Proses validasi sistem akan dilakukan dengan menguji apakah sistem mampu untuk
mengklasifikasikan data ke dalam kelas aktifitas fisik manusia dengan menggunakan data
validasi yang belum pernah dites maupun dilatih sebelumnya. Proses validasi data dilakukan
dengan menguji model dengan skenario real-case dari empat aktifitas fisik manusia yaitu
duduk, berdiri, berjalan, dan jatuh lalu data akan dibandingkan untuk mengetahui mana hasil
validasi model yang terbaik.

3. HASIL DAN PEMBAHASAN

3.3 Hasil Evaluasi Model Arsitektur

Model arsitektur yang telah dibuat pada setiap eksperimen akan dievaluasi untuk
mengetahui dan menilai performa arsitektur model yang telah dibuat dalam mengklasifikasikan
data yang diberikan. Pada evaluasi sistem, dilakukan evaluasi pada setiap arsitektur model
dengan memanfaatkan teori Confusion. Dalam proses evaluasi sistem Klasifikasi, digunakan
data tes yang berjumlah 20% dari setiap eksperimen yang terdiri dari seluruh kelas aktifitas fisik
manusia yakni duduk, berdiri, berjalan, dan jatuh. Hasil confusion matrix dari setiap arsitektur
model dapat dilihat pada Gambar 3.

(@) LSTM (b) GRU (c) SimpleRNN
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(d) CNN

(€) CNN + LSTM

(9) CNN + SimpleRNN

(f) CNN + GRU

Gambar 3 Heatmap Hasil Confusion Matrix Pada Model: (a) LSTM, (b) GRU, (c)
SimpleRNN, (d) CNN, (e) CNN + LSTM, (f) CNN + GRU, (g) CNN +

SimpleRNN

Gambar 3 menunjukkan komponen-komponen utama dari Confusion Matrix, yaitu true
positive (prediksi jatuh yang benar), false positive (prediksi tidak jatuh padahal jatuh), false
negative (prediksi jatuh padahal tidak jatuh), dan true negative (prediksi tidak jatuh yang benar).
Nilai-nilai ini terperinci dalam Tabel 1 dan digunakan untuk mengevaluasi hasil dari berbagai
percobaan klasifikasi yang telah dilakukan.

Tabel 1 Nilai Confusion Matrix Pada Arsitektur Model

No. Arsitektur Model TP FP FN FP

1. LSTM 2790 8 79 5723

2. GRU 2825 43 43 5689

3. SimpleRNN 2638 230 230 5502

4, CNN 2839 29 28 5703

5. CNN + LSTM 2804 6 64 5726

6. CNN + GRU 2857 11 11 5721

7. CNN + SimpleRNN 2695 121 173 5611

Tabel 2 Hasil Evaluasi dari Confusion Matrix Pada Evaluasi Model

No. Arsitektur Model Accuracy Precision Recall F-1 Score
1. LSTM 0.972698 0.972803 0.974941 0.972912
2. GRU 0.985006 0.985007 0.985818 0.985011
3. SimpleRNN 0.920410 0.919805 0.939153 0.919873
4, CNN 0.989909 0.989888 0.990217 0.989923
5. CNN + LSTM 0.977593 0.977685 0.978787 0.977768
6. CNN + GRU 0.996171 0.996165 0.996212 0.996169
7. CNN + SimpleRNN 0.939479 0.939679 0.946867 0.939763
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Gambar 4 Hasil Evaluasi Pada Setiap Arsitektur Model

Dari grafik batang hasil evaluasi pada setiap arsitektur model pada Gambar 6.16,
terlihat bahwa ketujuh model arsitektur yang diusulkan memiliki performa yang baik. Ketujuh
arsitektur model yang dirancang memiliki akurasi yang cukup tinggi dengan rata-rata 97.7% dan
nilai F-1 Score dengan rata-rata 0.98. Kemudian untuk model arsitektur yang memiliki performa
paling baik dimiliki oleh model arsitektur CNN + GRU dan untuk performa terendah dari
ketujuh model arsitektur yang diusulkan dimiliki oleh model arsitektur SimpleRNN.

3.4 Hasil Pengujian dan Validasi Model

Pada tahap ini, dilakukan validasi secara real-case scenario terhadap arsitektur model
yang telah dibuat untuk mengklasifikasikan atau mendeteksi data validasi di setiap data dan
kelasnya. Proses validasi ini menggunakan smartphone Xiaomi Poco M4 PRO yang sudah
dipasang aplikasi testing terintegrasi dengan arsitektur model yang dibuat. Validasi dilakukan
dengan melakukan 20x pengujian di setiap kelas dalam setiap arsitektur yang dibuat. Hasil
confusion matrix validasi model dari setiap arsitektur model yang dibuat dapat dilihat pada
Tabel 3.

Tabel 3 Hasil Confusmn Matrix Validasi Setlap Arsitektur Model

Kelas Prediksi “Welas Prediksi Kelas Presdikal
[ st | Dok | Bentis Ty saam ‘ | | | Tatuls | Dudeik | Berdini | Besjalan . | | Tatuhy | Dok | Benlied © Bernian |
Twb [ W7 2 | ¢ | 0 | [_ | Jmh [ 3] 85 | 2 | & | [_ | Jwk | @] © | & | 0 |
E Dukk | 0 | 30 | o | 0 | g Datik | 0 | 20 | o | 0 | g [Dndik 6 | | 6 0
;" Benin | 0 | 0 | 2w | 0 § | Bedin oo 2 [ o 8 w0 ] 0 W o
2 Bequlan 0| 0 | 6 | 2 | % [Bealan| o | 0 | @ | 20 % Beralnl o | 0 | 0 | 3
(@ LSTM (b) GRU (c) SimpleRNN
Kelis Prosksi | | Kehas Prediksi Kelas Prodiks:
T | " Jotts | Daduk | Berdil D;sn.uu'." [ | T Jatuh | Dodok | Berdin | Benjalan | | | 1 Josh | Doduk | | Berdin lk'r]nhu
i T2 | 15 | = | © | o | | = [ T % [ 0 | 1 ] T | | . | mme|w| o | 1| 0
g Dodck = 0 ) 0 0| g (Duhk | © | 20 | 0 . 0 | § Debik | 0 | 20 | © | o
3 [Teedmn 0 0 | © w0 i 4 [Beki 0 | 0 | 20 | o E | lm.an' o | o | » | o
e |Berplm . © | @ | © | 20 | 2 Ben'riln‘ o o | 0 . 2w | P Prml‘.u o] o | © | am |
(d) CNN (€) CNN + LSTM () CNN + GRU
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Tabel 3 menunjukkan confusion matrix untuk kelas duduk, berdiri, dan jatuh yang
memiliki nilai konstan, menunjukkan bahwa ketujuh arsitektur model yang dibuat mampu
mengklasifikasikan aktivitas fisik manusia secara efektif dalam skenario real. Nilai true
positive, false positive, false negative, dan true negative terperinci dalam Tabel 4 untuk kelas
jatuh, serta Tabel 5 untuk keempat kelas. Informasi dari Confusion Matrix ini digunakan untuk
mengevaluasi hasil dari berbagai pengujian yang telah dilakukan.

Tabel 4 Nilai Confusion Matrix Pada Validasi Model Kelas Jatuh

No. Avrsitektur Model Kelas TP FP FN TN
1. LSTM Jatuh 17 3 1 59
2. GRU Jatuh 13 7 5 55
3. SimpleRNN Jatuh 19 1 1 59
4. CNN Jatuh 15 5 3 57
5. CNN + LSTM Jatuh 18 2 2 58
6. CNN + GRU Jatuh 19 1 1 59
7. CNN + SimpleRNN Jatuh 13 7 7 53

Tabel 5 Nilai Confusion Matrix Pada Validasi Model Keempat Kelas

No. Arsitektur Model TP FP FN TN
1. LSTM 77 3 1 239
2. GRU 73 7 5 237
3. SimpleRNN 79 1 1 239
4. CNN 75 5 3 237
5. CNN + LSTM 78 2 2 238
6. CNN + GRU 79 1 1 239
7. CNN + SimpleRNN 73 7 7 233

Dari nilai Confusion Matrix pada Tabel 4 dan 5, kemudian dihitung nilai dari evaluasi
Precision, Recalll, F-1 score, dan Accuracy dari setiap model arsitektur yang dirancang dengan
rumus pada persamaan (3.5), (3.6), (3.7), dan (3.8) serta hasilnya ditunjukkan pada Tabel 6
untuk khusus kelas jatuh dan Tabel 7 untuk nilai confusion matrix keempat kelas.

Tabel 6 Hasil Evaluasi dari Confusion Matrix Pada Validasi Model Kelas Jatuh

No. Avrsitektur Model Kelas Accuracy Precision Recall F-1 Score
1. LSTM Jatuh 0.933 0.850 0.944 0.895
2. GRU Jatuh 0.880 0.650 0.722 0.684
3. SimpleRNN Jatuh 0.966 0.950 0.950 0.950
4. CNN Jatuh 0.920 0.750 0.833 0.789
5. CNN + LSTM Jatuh 0.960 0.900 0.900 0.900
6. CNN + GRU Jatuh 0.966 0.950 0.950 0.950
7. | CNN + SimpleRNN Jatuh 0.880 0.650 0.650 0.650

Tabel 7 Hasil Evaluasi dari Confusion Matrix Pada Validasi Model Keempat Kelas

No. Avrsitektur Model Accuracy Precision Recall F-1 Score

1. LSTM 0.986 0.962 0.987 0.974
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2. GRU 0.966 0.912 0.936 0.924
3. SimpleRNN 0.990 0.988 0.988 0.988
4, CNN 0.972 0.938 0.962 0.950
5. CNN + LSTM 0.984 0.975 0.975 0.975
6. CNN + GRU 0.990 0.988 0.988 0.988
7. CNN + SimpleRNN 0.956 0.912 0.912 0.912
Evaluasi Jatuh
12
1
0,8
0,6
04
02
0
LSTM SimpleRNMN CNN+ LSTM  CNN+ GRU CNN +
SimpleRNMN
W Accuracy ®Predsion ®Recall F-1 Score

Gambar 5 Hasil Evaluasi Validasi Kelas Jatuh Pada Setiap Arsitektur Model

Dari grafik batang hasil evaluasi validasi kelas jatuh pada setiap arsitektur model pada
Gambar 5 terlihat bahwa ketujuh model arsitektur yang diusulkan memiliki performa yang baik.
Ketujuh arsitektur model yang dirancang memiliki akurasi yang cukup tinggi dengan rata-rata
93,3% dan nilai F-1 Score dengan rata-rata 0.83. Kemudian untuk model arsitektur yang
memiliki performa paling baik dimiliki oleh model arsitektur SimpleRNN dan CNN + GRU,
serta untuk performa terendah dari ketujuh model arsitektur yang diusulkan dimiliki oleh model
arsitektur CNN + SimpleRNN.
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Gambar 6 Hasil Evaluasi Validasi Pada Setiap Arsitektur Model

Dari grafik batang hasil evaluasi validasi keempat kelas pada setiap arsitektur model
pada Gambar 6 terlihat bahwa ketujuh model arsitektur yang diusulkan memiliki performa yang
baik. Ketujuh arsitektur model yang dirancang memiliki akurasi yang cukup tinggi dengan rata-
rata 97,6% dan nilai F-1 Score dengan rata-rata 0.96. Kemudian untuk model arsitektur yang
memiliki performa paling baik dimiliki oleh model arsitektur SimpleRNN dan CNN + GRU
serta untuk performa terendah dari ketujuh model arsitektur yang diusulkan dimiliki oleh model
arsitektur CNN + SimpleRNN.

4. KESIMPULAN

Hasil penelitian pengolahan data dengan variasi klasifikasi menegaskan beberapa poin
kunci. Meskipun model arsitektur dengan tingkat akurasi tinggi tidak selalu menjamin kinerja
optimal dalam kasus pengujian real, ditemukan bahwa rancangan model dengan performa
terbaik adalah convolutional neural network (CNN) + gated recurrent unit (GRU), mencapai
akurasi, presisi, recall, dan F1-Score di atas 99%. Di sisi lain, model arsitektur dengan performa
terendah adalah simple recurrent neural network (SimpleRNN). Meskipun demikian, hasil uji
dan validasi untuk kelas duduk, berdiri, dan berjalan menunjukkan performa yang sangat baik
dan konsisten, seperti dibuktikan oleh nilai sempurna pada confusion matrix evaluasi. Namun,
jika fokus hanya pada kelas jatuh, model dengan hasil validasi tertinggi adalah SimpleRNN dan
CNN + GRU, sementara model dengan hasil terendah adalah CNN + SimpleRNN, dengan
perbedaan metrik evaluasi yang signifikan antara keduanya.

5. SARAN

Berdasarkan penelitian yang telah dilakukan, terdapat beberapa saran yang dapat
meningkatkan kualitas hasil penelitian. Pertama, perlu ditambahkan data set untuk
meningkatkan performa sistem agar lebih optimal. Kedua, pengembangan variasi subjek
pengambilan data set sangat diperlukan dengan mempertimbangkan variasi kelas aktivitas fisik
manusia, posisi smartphone saat pengambilan data set, serta penambahan sensor yang
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digunakan. Dengan memperluas dan memperkaya data serta variasi subjek, penelitian ini
memiliki potensi untuk memberikan hasil yang lebih komprehensif dan dapat diandalkan.
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