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Abstract—Distributed network attacks, also known as 

distributed denial of service (DDoS) are a major threat and 

problem for internet security. DDoS is an attack on a network 

aiming to disable server resources. These attacks increase every 

year with the current state of the COVID-19 pandemic. One of 

countermeasures to minimize the DDoS impact is the intrusion 

detection system (IDS) command. IDS techniques are currently 

still employing traditional methods so that they have many 

limitations compared to techniques and tools used by attackers 

because traditional IDS methods only use signature-based 

detection or anomaly-based detection models which cause many 

errors. Network data packet traffic has a complex nature, both in 

terms of sizes and sources. This research utilized the ability of 

artificial neural network (ANN) to detect normal attacks or DDoS. 

A classification technique with ANN method is a solution to these 

issues. Based on the shortcomings of the traditional IDS, this study 

aims to detect DDoS attacks using feeder machine learning-based 

feature engineering techniques to improve the IDS development. 

Using the UNSW-NB15 dataset with the ANN method, this study 

also aims to analyze and obtain training function combinations 

and the best hidden layer architectures of ANNs to solve the 

detection and classification problems of DDoS packets in 

computer networks. As a result, the training function 

combinations and hidden layer architectures of the ANN can 

provide a high level of DDoS recognition accuracy. Based on 

experiments conducted with three schemes and an ANN schema 

architecture technique with eight features as input, the highest 

accuracy was 98.22%. Feature selection plays an essential role in 

detection result accuracies and machine learning performances in 

classification problems. 

 
Keywords—DDoS, Feature Selection, Neural Networks, Machine 

Learning. 

I. INTRODUCTION 

In the last decade, along with the rapid increase in the 

development and influence of information and communication 

technology (ICT), people’s daily activities are now gradually 

carried out using the internet. As a result, the amount of 

network traffic is increasing, and the scale of network 

infrastructure is growing rapidly [1]. ICT itself has become an 

integral part of modern life. Due to the widespread usage of 

ICT, numerous types of attacks on networks have been used, 

including denial of service (DoS), man-in-the-middle attacks, 

sniffers, and malware [2], [3]. 

DoS is one of the threats in network infrastructure attacks. It 

has a variant called distributed denial of service (DDoS). 

Referring to Fig. 1, the CISCO report [4] has predicted that 

DDoS attacks will continue growing every year, not to mention 

the COVID-19 pandemic has caused activities to be carried out 

using the internet. As seen in Fig. 1, since 2018, the number of 

DDoS attacks has increased from 7.9 million to over 15 million 

in 2023, or an average annual increase of 1.5 million. These 

attacks pose a threat to internet users and all infrastructures on 

them, including bandwidth, server resource, data integrity, data 

availability, and data confidentiality stored on servers [5]. Until 

today, DDoS attacks remain a major cybersecurity threat. Early 

detection plays a fundamental role in preventing any fatal 

impacts of DDoS attacks on the server resource [6]. One of the 

basic preventive measures of DDoS attacks is to install an 

intrusion detection system (IDS) on the server to monitor the 

flow of incoming data packets to the internal network or vice 

versa [7]. The detection system on the IDS only monitors and 

provides tags/markers for suspicious network activity which is 

then immediately reported as an alert. It results in the 

excessively high alert volume due to a high average error rate 

in recognizing normal data packets as DDoS packets or vice 

versa, caused by the nonstationary network data traffic. The 

intrusion detection generally consists of two approaches, 

namely the signature-based detection and anomaly-based 

detection. In the signature-based detection, alerts are generated 

based on specific attack signatures [8]. In this approach, IDS 

cannot detect unknown attacks caused by outdated signature 

databases or unavailable signatures. In the anomaly-based 

detection, it is necessary to profile the typical behavior at the 

feature level of a particular network activity. This profile is 

subsequently used as the basis for defining the normal tissue 

activity [9]. When any network activities stray too far from the 

profile, an alert is then generated. Although anomaly-based IDS 

has the advantage of being able to detect new attacks [10], it is 

more complex than signature-based IDS [11]. The detection 

model will logically cause many false-positive flags because 

 

1,2 Jurusan Teknik Informatika, Politeknik Negeri Cilacap, 53212 

Cilacap, INDONESIA (tel.: 0282-533329; fax: 0282-537992; email: 
1faiz@pnc.ac.id, 2oman.somantri@pnc.ac.id) 

3 Teknik Informatika, Fakultas Informatika, IT Telkom Purwokerto, 

53147 Purwokerto, INDONESIA (tel.: 0281-641629; email: 
3arif@ittelkom-pwt.ac.id) 

 
[Received: 18 November 2021, Revised: 5 July 2022] 

 

 

Fig. 1 DDoS attack prediction from 2018 to 2023. 
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the flow of computer network data packets has dynamic 

properties both in terms of size, source, protocol, and data 

content [12]. 

Signature-based IDS and anomaly-based IDS have two 

major drawbacks. The first is when the IDS detects a weakness 

starting with the SYN protocol, for example SYN-Flood, 

because the SYN protocol is a legal and absolute protocol used 

to initiate communication between two computers/devices in a 

network [13]. Therefore, it is difficult for ordinary IDS to 

generate an alert against attacks initiated with SYN protocol 

artifacts [14]. Another weakness of IDS is mainly due to the 

transmission control protocol (TCP)/internet protocol (IP) 

deficit which make it easy for attackers to initiate DDoS 

attacks, for example using the ping command which is available 

by default throughout the operating system or using special 

tools like HOIC, LOIC, XOIC, and GoldenEye [15]. Based on 

the weaknesses of the ordinary IDS, this study aims to detect 

DDoS attacks by utilizing machine learning techniques so that 

IDS device development can be improved. This study utilized 

a DDoS attack dataset sourced from UNSW-NB15 (University 

of New South Wales) to be followed up by applying a neural 

network method to generate machine learning models for the 

DDoS detection. 

Several previous studies related to feature engineering in the 

DDoS detection analyzed the UNSW-NB15 dataset by looking 

for feature relevance using an artificial neural network (ANN) 

[16]. This study categorized the features into five groups based 

on their type, such as flow-based, content-based, time-based, 

essential, and additional features. Of these groups, 31 possible 

combinations of features were evaluated and discussed. The 

highest accuracy (93%) in this study was obtained using 39 

features of the categorized group. In addition, in this study, 

there was a combination of 23 features selected using a meta 

estimator called SelectFromModel which selected features 

based on their scores. The 23 selected features resulted in a 

higher accuracy (97%) compared to the 39 features described. 

Reference [12] reported that the number of features in KDD-99 

was less than UNSW-NB15, while the first attack class in 

KDD-99 (DoS) had the highest number of features. Attack 

detection ACC was also the highest (99.40%). There were only 

twelve features for the DoS attack class in UNSW-NB15, while 

the ACC was reported at 86.57%. The number of features 

selected for attack class KDD-99 was less than that of UNSW-

NB15. An average of 25.2 features were selected for attack in 

KDD-99; at the same time, an average of 19.1 features were 

selected for attack in UNSW-NB15. It is noteworthy that the 

lowest number of selected features was for Generic attacks on 

UNSW-NB15, which was ten features. Further research related 

to feature engineering was carried out to explore the application 

of the XGBoost algorithm for feature selection along with 

several machine learning techniques including the ANN, k-

nearest neighbor (KNN), decision tree (DT), logistic regression 

(LR), and support vector machine (SVM) to implement an 

accurate IDS [7]. The XGBoost-based attribute selection 

method was applied to the UNSW-NB15 and as a result, 

nineteen optimal features were selected. The results of this 

study also considered the configuration of binary and multiclass 

classifications. The results showed that the XGBoost-based 

feature selection method allowed methods such as DT to 

increase the test accuracy from 88.13 to 90.85% for binary 

classification schemes. Reference [17] aimed to combine the 

entire UNSW-NB15 dataset into a single file so that one could 

test the model at once, rather than testing the model separately 

for each file. After that, the dataset from the attack was used as 

a new label, so it would develop a dataset label multiclass. The 

study also investigated the performance of deep learning with 

enhanced datasets in two classification categories (binary and 

multiclass). The proposed model yielded an accuracy of 

99.59% in multiclass classification and 99.26% in binary 

classification. Meanwhile, this study focuses on combining 

selected features using information gain techniques used as 

input for the ANN classification to increase the value of DDoS 

detection accuracy.  

II. DETECTION APPROACH 

The DDoS attack detection approach applied in this study 

was divided into several stages. 

A. Dataset 

The first step was to obtain the UNSW-NB15 DDoS attack 

dataset published by the University of New South Wales. The 

UNSW-NB15 dataset is an attack dataset containing flow 

records of attack packets and normal packets in the form of a 

tcpdump file which records the data stream for 31 hours [12], 

[18]. The attack packet flow was synthetically simulated using 

Ixia software which emulates high-speed low-tread attacks. 

There were nine types of attacks included in the UNSW-NB15 

dataset, which are presented in Table I. The grouping of feature 

categories of the UNSW-NB15 dataset was carried out 

systematically, namely, flow, basic, data packet content, 

timing, and additional features. Basically, the motivation for 

forming the UNSW-NB15 dataset is to fix the problem of 

deficiencies in the KDD CUP 99 and NSL-KDD datasets [19], 

[20]. 

B. Feature Selection 

In this study, the type of record to be analyzed was devoted 

to the DDoS record group as presented in Table I. The UNSW-

NB15 DDoS attack record dataset has features as presented in 

Table I. 

The sixteen features were then selected using the 

information gain technique with the aim of reducing 

computation time and obtaining a machine learning model with 

high accuracy. Information gain is the amount of mutual 

information obtained from a combination of observational 

variables and is a divergence from the Kullback-Leibler theory 

[21]. In machine learning, information gain is useful for 

selecting several important features based on theories that 

measure the value of information held by a feature in relation 

to other features. For feature “a”, information gain is the 

amount of entropy contained by “a” compared to feature “c” of 

all available features [22]. Important features are indicated by 

the maximum value of entropy that the features have. The 

information gain equation is presented in (1). 
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(1) 

with H denotes entropy, while P denotes probability. 

C. Artificial Neural Network 

An ANN is an information processing paradigm inspired by 

biological neural cell systems, just as the brain processes 

information. In human brain tissue, there are nerve cells 

(neurons) which have three constituent components that work 

together to process information signals. The three components 

are dendrites (input), cell body (processing input), and axon 

(output) [23].  

Fig. 2 illustrates the components of ANN. X is the input that 

will be sent to the neuron with a certain arrival weight. This 

input will be processed by a propagation function which adds 

up the values of all incoming weights symbolized by Wk1. Then, 

the second number of points will be compared with a certain 

threshold value through the activation function of each neuron. 

If the input exceeds a certain threshold value, the neuron will 

be activated, but if not, the neuron will be deactivated. When a 

neuron is activated, it sends output through its output weight to 

all associated neurons, which is symbolized by Yk. 

The hidden layer is an imitation of the connective nerve cells 

in a biological neural network. The hidden layer serves to 

increase the ability of the ANN to solve a problem. The 

consequence of this layer is that the training becomes more 

difficult or longer. The more hidden layers that are used, the 

more they can be used to solve complex problems. On the other 

hand, it will prolong the learning process and reduce the 

performance of the neural network. In theory, the use of one 

hidden layer in the neural network is sufficient to solve the 

prediction case [23]. Kolmogorov has stated that the best 

number of hidden layers to solve a problem with an ANN is 2n 

+ 1, where n is the number of input neurons [24].  

D. Performance Matrix 

In this study, several parameters were used to facilitate the 

analysis of recognition performance. The indicators used are 

true positive (TP), true negative (TN), false positive (FP), and 

false negative (FN) [25]. TP is the recognition of DDoS data 

packets identified by the neural network as DDoS packets; TN 

is the recognition of normal data packets identified by the 

neural network as normal packets; FP is the recognition of 

normal data packets identified by the neural network as DDoS 

packets; FN is the recognition of DDoS data packets identified 

by the neural network as normal packets. From the indicators 

that have been mentioned, an equation can be formed stating 

the accuracy, as in (2).  

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁+𝑇𝑃

𝐹𝑃+𝐹𝑁+𝑇𝑃+𝑇𝑁
. (2) 

Accuracy is the ratio between DDoS packet recognition plus 

normal packet recognition compared to the whole data packet. 

TABLE I 

UNSW-NB15 DDOS FEATURE  

Feature No. UNSW-NB15 Description 

1 srcip Source of IP address. 

2 sport Source of port number. 

3 dstip Destination of IP address. 

4 dsport Destination of port number. 

5 proto Transaction protocol. 

6 state 
Indication to the state and its 

dependent protocol. 

7 dur Record total duration. 

8 sbytes 
Source to destination 

transaction bytes. 

9 dbytes 
Destination to source 

transaction bytes. 

10 sttl 
Source to destination time-to-

live value. 

11 dttl 
Destination to source time-to-

live value. 

12 sloss 
Source packets retransmitted 

or dropped. 

13 dloss 
Destination packets 

retransmitted or dropped. 

14 service http, dns, ssh, pop3, ftp, smtp. 

15 stime Record start time. 

16 Classification 
0 for normal and 1 for attack 

records. 

 

 

Fig. 2 Components of the ANN. 
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TP is the instance level correctly identified as an attack. TN is 

the official traffic level classified as legit. FP, sometimes 

referred to as a type I error, is the official traffic level classified 

as an attack. FN, sometimes referred to as a type II error, is a 

legitimate traffic level classified as an intrusion.  

Recall/sensitivity is actual positives that are correctly 

categorized as positive class. Precision is a measure of the 

estimated probability of a positive prediction being correct. F-

score/F-measure is comparison of weighted average precision 

and recall. 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
. (3) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
. (4) 

 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2𝑥 
𝑃𝑟𝑒𝑠𝑖𝑠𝑖 𝑋 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑠𝑖𝑠𝑖+ 𝑅𝑒𝑐𝑎𝑙𝑙
. (5) 

E. Research Framework 

The steps used in this study are shown in Fig. 3. First, 

retrieving the dataset of DDoS attack data packets and the 

normal flow of UNSW-NB15 data packets published by the 

University of New South Wales [18] in .pcap format. Next, 

converting the .pcap dataset to the .csv format to extract its 

contents. The extracted data was then quantified to get network 

traffic features. Then, the process of normalizing the quantified 

data was carried out by dividing each quantified data item by 

its maximum value so that the relative data value was obtained 

with a maximum value of 1. After that, the normalized neural 

network data with several training criteria was trained. Next, 

 

Fig. 3 Research framework. 

 

Fig. 4 .pcap file from the UNSW-NB15. 
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extracting the original server log data in the entity-property 

form. Then, performing the feature engineering on the original 

server log data through feature compounding, feature splitting, 

feature merging, and one-hot encoding. Subsequently, 

incorporating engineering features into machine learning for 

normal packet flow detection and DDoS attacks. Last, 

analyzing the performance of machine learning classification in 

detecting normal data packet flow and DDoS attacks based on 

the accuracy, precision, recall, and F1-score metrics.  

III. RESULT AND DISCUSSION  

This study employed MATLAB 2019b software running on 

the Windows 10 64-bit operating system platform. Since the 

UNSW-NB15 dataset was quite large in its database, a 27.pcap 

series or later was required. These experiments were trained, 

evaluated, and tested on Microsoft Excel and MATLAB. 

Fig. 4 depicts the .pcap file or raw data from the UNSW-

NB15. The data were ready to be processed and converted 

into .csv for easier analysis. The 27.pcap file contained 

1,067,724 datasets. Fig. 5 shows the conversion result 

from .pcap to .csv. The data were processed and tested later. 

The 49 features in the data were then simplified by finding the 

refractive index per block according to the selected feature.  

In this study, three feature schemes were used as an input for 

the ANN classifier to determine the training effectiveness and 

classification accuracy resulting from the feature selection 

process. Based on the input feature selection scheme, three 

different ANN architectural schemes were formed based on the 

theory that the use of one hidden layer in the neural network is 

sufficient to solve the prediction case [26]. The ANN 

architectural schemes are presented in Table II. On the other 

hand, Kolmogorov has stated that the best number of hidden 

layers for solving problems with ANNs is 2n + 1, where n is the 

number of input neurons. Based on the theory proposed by 

Kolmogorov, in this study, a variety of ANN architectures were 

formed to find the highest accuracy in solving DDoS network 

packet detection problems [24], [27]. 

In this study, three experiments were carried out with husks 

and a dataset from UNSW-NB15 to find the highest level of 

accuracy. This level of accuracy was based on the feature input. 

The feature engineering process was carried out by selecting 

 

Fig. 5 Dataset extraction. 

TABLE II 

ARCHITECTURAL SCHEME OF THE ANN   

Schema No. 
Input 

Neuron 

Total of Hidden 

Layer Neuron 
Output Neuron 

1 7 15 2 (Normal and DDoS) 

2 8 17 2 (Normal and DDoS) 

3 15 31 2 (Normal and DDoS) 

TABLE III 

EXPERIMENT RESULTS WITH SCHEME 1   

Experiment Accuracy Precision Recall F1-Score 

1 98.24% 98.53% 97.52% 98.03% 

2 97.71% 96.73% 96.68% 96.71% 

3 97.34% 96.95% 96.22% 96.58% 

TABLE IV 

EXPERIMENT RESULTS WITH SCHEME 2   

Experiment Accuracy Precision Recall F1-Score 

1 97.79% 98.12% 99.72% 98.92% 

2 99.73% 98.89% 99.94% 99.41% 

3 97.15% 97.27% 99.12% 98.19% 
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features and then combining them according to Table II. The 

results of the first experiment are shown in Table III. It can be 

seen that the highest accuracy was obtained from the first 

experiment with a value of 98.24%. The first experiment also 

had higher precision, memory, and F1-score values than other 

experiments. Scheme 1 is the scheme with feature options. 

Table IV shows the highest accuracy was obtained from the 

second experiment with a value of 99.73%. The second 

experiment also had higher precision, memory, and F1-score 

values than the other experiments. This scheme with a choice 

of nine features.  

Table V depicts the highest accuracy obtained from the 

second experiment with a value of 97.13%. The second 

experiment also had higher precision, memory, and F1-score 

values than the other experiments. Scheme 3 is a scheme with 

a choice of fifteen features. 

Table VI shows the conclusions from the experimental 

results. It can be seen that seven selected features could obtain 

an accuracy rate of 97.76%, whereas by selecting almost all 

features (fifteen) the accuracy level was even smaller. 

Subsequent experiments with a combination of eight features 

obtained 98.22% and became the experiment with the highest 

accuracy. The accuracy graph can be seen in Fig. 6. 

IV. CONCLUSION 

Based on the experimental results that have been carried out, 

it was found that the feature selection plays an essential role in 

the accuracy of detection results and the efficiency of machine 

learning training in classification problems. In this study, the 

combination of the eight main features of the dataset used as 

input for the classification of ANNs, namely feature numbers 

2, 6, 9, 10, 12, 15, 1, and 3; the combination resulted in the 

highest accuracy value of 98.22% compared to the two main 

features. The combination scheme of the eight features also 

produced an ANN model with the best training efficiency. It 

can be concluded that to cover the shortcomings of the ordinary 

IDS in solving the problem of detecting DDoS attacks, based 

on the UNSW-NB15 dataset and ANN, eight selected features 

out of sixteen available features are needed. Future research is 

expected to be able to combine several features and other 

algorithms to increase the level of accuracy in detecting DDoS 

attacks.  
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