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ABSTRACT — The COVID-19 pandemic is still occurring in various countries, including Indonesia. This pandemic is 

caused by the coronavirus, which has mutated into multiple virus variants, such as Delta and Omicron. As of 9 February 

2022, 4,626,936 people were confirmed positive for COVID-19 in Indonesia. This number continues to rise. The Indonesian 

government has prevented the spread of these virus variants by introducing booster vaccines to the public. However, this 

vaccination program has caused various sentiments among Indonesians. To optimize efforts to combat COVID-19, the 

government needs to know these sentiments immediately. Based on these problems, the researcher proposes the application 

of machine learning technology to develop a system that can analyze the sentiments of the Indonesians toward the booster 

vaccine. This research has several stages: data collection, data labeling, text preprocessing, feature extraction, and application 

of the support vector machine (SVM) algorithm using various kernels, namely the linear kernel, Gaussian radial basis 

function (RBF) kernel, and polynomial kernel. Furthermore, the results of the system were tested for accuracy using a 10-

fold cross validation and confusion matrix. The dataset used was 681 tweets with the hashtag “vaksinbooster.” The dataset 

consists of two classes: negative (0) and positive (1). The results showed that the data were positive for the booster vaccine, 

as evidenced by the higher number of positive tweets, with 554 data, compared to 127 negative tweets. In addition, the 

dataset was divided into training data of 545 and testing data of 136. In addition, the test results of this study revealed that 

the SVM algorithm with the polynomial kernel, which was evaluated with 10-fold cross validation, yielded the highest level 

of accuracy, namely 79.22%. 
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I. INTRODUCTION 

The coronavirus, commonly known as COVID-19, is still 

spreading almost worldwide, including in Indonesia. Various 

variants of the COVID-19 spreading in Indonesia include 

Alpha, Delta, Beta, Kappa, and Omicron. As of 9 February 

2022, a total of 4,626,936 Indonesians were tested positive for 

COVID-19 and this number is increasing [1]. It has then 

prompted the government to put a greater effort to suppress the 

spread of the COVID-19’s various variants by conducting 

massive vaccination for Indonesians.  

In Indonesia, the COVID-19 vaccination itself consists of 

two mandatory doses, and the most recent of which is the 

booster vaccination. The Indonesian government is striving to 

socialize and invite the Indonesians to have booster 

vaccinations in order to suppress the surge in COVID-19 cases. 

However, these government’s efforts have induced various 

sentiments among the Indonesians. These sentiments must be 

immediately known by the government to optimize efforts to 

combat the numerous variants of the COVID-19. These various 

sentiments are usually poured into social media such as Twitter, 

where users can exchange information through text, images, 

and video [2].  

Because of these issues, this research aims to develop a 

system that can analyze the sentiments of Indonesians on 

Twitter toward the booster vaccine. This analysis will classify 

positive and negative groups using the support vector machine 

(SVM) algorithm. The SVM algorithm will characterize it by 

developing an N-dimensional hyperplane that isolates 

information into two types of classification (positive and 

negative) [3]. Furthermore, the results of the system will be 

tested for accuracy using a 10-fold cross validation [4] and 

confusion matrix [5]. The sentiment analysis results are 

expected to be input for the government or interested parties to 

decide on the next steps to suppress the spread of the COVID-

19. 

This paper is organized as such. Section II discusses 

research related to this study and introduce the methods used. 

Section III introduce the methodology that is formulated to 

achieve the research goal. Examples of some methodology 

processes are also presented in this section. Then, Section IV 

presents the result of the research, along with the 

implementation of the formulated methodology. Finally, 

Section V is the conclusion of the research conducted. 

II. SENTIMENT ANALYSIS

Sentiment analysis is conducted to know public/user

opinions on a topic or platform. The sentiment analysis process 

generally uses data from the internet and social 

media/platforms. A study whose data was sourced from 

Facebook examines public sentiment analysis towards 

Indonesia’s presidential and vice-presidential candidates in 

2019. The research resulted in the presidential and vice-

presidential candidates, Jokowi-Ma’ruf received 56.76% 

positive sentiment and 43.24% negative sentiment, while 

Prabowo-Sandi received 24.21% positive sentiment and 75.79% 

negative sentiment. The said results were obtained using the 

naïve Bayes algorithm [6]. 

A sentiment analysis study on COVID-19 was done in 2019. 

With data sourced from Twitter, the researcher used the k-

nearest neighbors (KNN) and naïve Bayes algorithm to attain 

results. The results of the sentiment test obtained an accuracy 

rate of 63.21% for the naïve Bayes and 58.10% for the KNN. 

Then, the precision obtained was 59.11% for the naïve Bayes 

and 53.10% for the KNN. In addition, it was found that the 
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tendency of public sentiment on Twitter was positive. It is 

evidenced by the fact that there were 610 positive sentiments 

and 488 negative sentiments [7]. 

Research done in 2020 compared the SVM, random forest 

(RF), and stochastic gradient descent (SGD) algorithms to 

classify the performance (good or bad) of programmers during 

social media activities. It obtained accurate results with cross-

validation of  SVM (81.3%), RF (74.4%), and SGD (80.1%). 

These results indicate that the SVM algorithm performs better 

than the other two algorithms in classifying programmer 

performance (good or bad) during social media activities [8]. 

Furthermore, most related research descriptions only examine 

sentiment analysis of public opinion regarding the presidential 

election and the COVID-19 outbreak using the naïve Bayes 

algorithm. 

However, public opinion on the COVID-19 booster 

vaccination, which is an effort from the government to suppress 

the surge in COVID-19 cases, has yet to be investigated. In 

addition, the SVM algorithm has good performance in 

grouping datasets. Thus, using the SVM algorithm, this study 

applies machine learning technology to analyze public 

sentiment on the COVID-19 booster vaccination from Twitter. 

III. MACHINE LEARNING 

Machine learning is a part of artificial intelligence that is 

widely used to solve various problems through learning 

through data in various forms, such as texts, numbers, images, 

and videos. The learning process from these data are obtained 

through two stages: training and testing [9]. The discovery of 

interesting knowledge is obtained from data in the form of texts. 

Machine learning works with various algorithms such as 

decision trees, naïve Bayes, KNN, RF, and SVM [10]. 

IV. SUPPORT VECTOR MACHINE 

The SVM algorithm aims to find the best hyperplane that 

can perfectly separate two classes with the widest margins. 

Margins are described as the distance between the said 

hyperplane with the nearest support vectors of each class, while 

support vectors can be described as the furthest data point of 

each class in the hyperplane [5]. The SVM theory has been 

evolving since the 1960s,  but it was not introduced until 1992 

by Vapnik, Boser, and Guyon. The SVM functions as a method 

for linearly generating a hyperplane from a dataset into two 

classes. In Figure 1, the hyperplane is a general term for all 

dimensions [11]. For example, for a one-dimensional data set, 

the hyperplane can manifest as a point; if the set is in the form 

of two dimensions, the hyperplane is a straight line [12]. 

Figure 1 shows that a pair of parallel hyperplanes can 

separate two classes. The first boundary plane becomes the 

boundary of the first class. In contrast, the second boundary 

plane is the boundary of the second class, so (1) and (2) are 

obtained where w is the normal plane and b is the position of 

the plane relative to the coordinate center [11]. 

   (1) 

   (2) 

As for this algorithm, the most widely used kernel learning 

includes linear kernels, Gaussian RBF, and polynomials. The 

SVM algorithm with this kernel finds hyperplanes by data 

mapping from feature space to higher dimensional kernel space. 

This way leads to achieving nonlinear separation in kernel 

space. In addition, the linear kernel can be expressed as (3) [13]. 

 𝜅(𝑥𝑖 , 𝑥𝑗) = 𝑥
𝑇
𝑖

𝑥𝑗. (3) 

An appropriate kernel function, such as the nonlinear Gaussian 

RBF, can enable the SVM if there is an occurrence of problems 

which cannot be separated linearly. The kernel equation is 

shown in (4), where 𝜎 signifies the kernels width [13]. 

 𝜅(𝑥𝑖 , 𝑥𝑗) = exp (−
‖𝑥𝑖𝑥𝑗‖

2

2𝜎2 ). (4) 

However, in the Gaussian RBF kernel with the σ parameter 

as the kernel width, the SVM will be overfitting in all training 

instances when the parameter is close to zero. Setting a more 

significant value to σ may result in underfitting, in which all 

instances are classified into one class. Because of that, the 

correct value must be selected for the kernel. The polynomial 

kernel degrees control higher degrees, allowing more flexible 

decision limits than linear limits and the flexibility of the 

classifier width. The kernel equation is shown in (5), 

where p signifies the degree of the polynomial kernel [13]. 

 𝜅(𝑥𝑖 , 𝑥𝑗) = (1 +  𝑥
𝑇
𝑖

𝑥𝑗)
𝑝

. (5) 

Meanwhile, when training data using the SVM and 

selecting kernel functions, several decisions must be made 

during the data preparation, among others, by labeling and 

setting SVM parameters to provide optimal results. 

V. ACCURACY 

Below is the implementation of the testing stages. 

A. CROSS VALIDATION 

Cross validation is one of the methods that could be used to 

search for the validity of machine learning models. This 

method works by partitioning learning set into k-subsets and 

thus, have knns. Where, in each fold, as much as (k-1)-subsets 

are used as training set and the rest is used as the validation set. 

This procedure is repeated until the entire subset becomes a 

validation set. It is recommended to use 10 as the best value for 

k when trying to validate a model, or it is widely known as 10-

fold cross validation [4]. 

B. CONFUSION MATRIX 

The confusion matrix test is a size N  N matrix, where N is 

the number of classes used in the classification. This matrix 

 

Figure 1. SVM hyperplane. 

 

EN-275

  𝑥𝑖 . 𝑤 + 𝑏 ≥ +1, if 𝑦𝑖 = +1 

𝑥𝑖 . 𝑤 + 𝑏 ≤ −1, if 𝑦𝑖 = −1.



 JURNAL NASIONAL TEKNIK ELEKTRO DAN TEKNOLOGI INFORMASI 
p-ISSN 2301–4156 | e-ISSN 2460–5719 

 

 

Volume 12 Number 4 November 2023 Dionisia Bhisetya Rarasati: Indonesian Society's Sentiment Analysis … 

compares the value predicted by the model with the actual 

value. The confusion matrix used in this study is a 2  2 matrix, 

as shown in Table I [5]. 

Table I shows that the true positive (TP) value is obtained 

when the predicted and actual values are positive. On the other 

hand, the true negative (TN) value is obtained when the 

predicted value and actual value are negative. Furthermore, the 

false positive (FP) value is obtained if the predicted value is 

positive, but the actual value is negative. The false negative 

(FN) value is obtained if the predicted value is negative, but the 

actual value is positive. Meanwhile, the accuracy formula in 

this test can be seen in (6). Based on the equation, the greater 

the value of TN and TP, the higher the level of accuracy [5]. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 ×  100%. (6) 

VI.  METHODOLOGY 

The research is conducted with the research flow depicted 

in Figure 2. 

A. DATA COLLECTION STAGE AND LABELING STAGE 

The data used in this research are Indonesian tweets sourced 

from Twitter. The use of these data aligns with the research’s 

goal of developing a system that can analyze the sentiments of 

Indonesian Twitter users regarding the booster vaccine. The 

aforementioned data were collected from the data source using 

Python script with “vaksinbooster” as the keyword. The data 

comprised 681 tweet data with the hashtag “vaccination 

booster,” gathered from 12 January 2022 until 12 April 2022. 

Then, the step proceeded to the labeling stage, during which the 

data were assigned a class label based on two classes (positive 

and negative). 

B. TEXT PREPROCESSING STAGE 

This stage prepares data so the machine can analyze them 

easily [10]. There are several stages: tokenizing, removing 

stopword, and stemming. These steps are carried out to remove 

noise in tweets, such as URLs and usernames. In addition, the 

system will also convert nonformal Indonesian words or 

abbreviation into words that adhere to the Great Dictionary of 

Indonesian Language (Kamus Besar Bahasa Indonesia, KBBI) 

and extract words that start with hashtags. 

1)  TOKENIZING 

The first stage in preprocessing is tokenizing [12]. Several 

processes are carried out at this stage: lowercasing, punctuation 

removal, and breaking a sentence into separate words [14]. The 

process can be seen in Table II. 

2)  STOPWORD 

The second stage is the stopword. This stage is carried by 

removing high-frequency words in the texts that have no 

special or insignificant meaning. Examples of stopword in 

Indonesian are “dan,” “atau,” “sebuah,” and “adalah” [15]. This 

process can be seen in Table III. As seen in Table III, stopword 

will be deleted once it is identified. 

3)  STEMMING 

The third stage is stemming, a process that eliminates 

affixes in order to find the root words. This stage aims to reduce 

the number of words processed in text mining with the purpose 

of reducing the processing time and minimizing the memory 

used [16]. The results of the stemming process can be seen in 

Table IV. 

4)  SYNONYM MERGING 

The final stage in preprocessing is combining synonyms or 

language forms with similar meanings. At this stage, different 

words with similar meanings will be merged. Examples of 

TABLE I  

CONFUSION MATRIX 2  2 

Predicted 

Values 
Actual Values 

Positive Negative 

Positive True positive (TP) False positive (FP) 

Negative False negative (FN) True Negative (TN) 

 

Figure 2. Research flow. 

 

TABLE II  

TOKENIZING STAGE PROCESS 

Stages Results 

Initial Tweet 

DPP Projo mengadakan vaksin booster 

Covid- gratis untuk rakyat selama lima hari 

untuk masyarakat DKI Jakarta 

Lowercasing 

dpp projo mengadakan vaksin booster 

covid- gratis untuk rakyat selama lima hari 

untuk masyarakat dki jakarta 

Punctuation 

removal 

dpp projo mengadakan vaksin booster 

covid gratis untuk rakyat selama lima hari 

untuk masyarakat dki jakarta 

Words separation 

as individual 

token 

“dpp” “projo” “mengadakan” “vaksin” 

“booster” “covid” “gratis” “untuk” 

“rakyat” “selama” “lima” “hari” “untuk” 

“masyarakat” “dki” “jakarta” 

TABLE III  

STOPWORD STAGE PROCESS 

Stages Results 

Before 

stopword 

removal 

“dpp” “projo” “mengadakan” “vaksin” 

“booster” “covid” “gratis” “untuk” “rakyat” 

“selama” “lima” “hari” “untuk” 

“masyarakat” “dki” “jakarta” 

After stopword 

removal 

“dpp” “projo” “mengadakan” “vaksin” 

“booster” “covid” “gratis” “rakyat” “lima” 

“masyarakat” “dki” “jakarta” 

TABLE IV  

STEMMING STAGE PROCESS 

Stages Examples 

Token mengadakan 

Affixes meng–ada-kan 

Stemming Results ada 
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words with the same meaning are “saya” and “aku.” This stage 

aims to minimize the number of words in the system while 

maintaining the number of frequencies [3]. 

C. FEATURE EXTRACTION STAGE 

Feature extraction is the subsequent stage after the 

preprocessing stage. Since the textual data (in this case is tweets) 

are public opinion, the writing structure is often not structured. 

Therefore, it is necessary to transform textual data into 

structured data so that the machine learning algorithm can work 

immediately [17]. There are two processes in this stage, namely 

weighting and z-score normalization. 

1)  WEIGHTING 

Weighting is a stage that reflects how important a word is 

in the document. The method used to do weighting in text 

mining is the term frequency-inverse document frequency (TF-

IDF), where the formula can be seen in (7). The weight of the 

terms in the text will increase as their occurrences rise. 

However, this increase is also in line with the frequency of 

terms’ occurrences that are included within the research 

domain of interest [18]. 

 𝑊𝑡,𝑑 = 𝑡𝑓𝑡,𝑑  𝑥 𝑖𝑑𝑓𝑡. (7) 

where Wt,d represent the weight, tft,d represent the term 

frequency (TF) of the word, and idft  represent the inverse 

document frequency (IDF). 

2)  Z-SCORE NORMALIZATION 

The z-score normalization process is a step that is carried 

out after obtaining the weight value. Due to the significant 

difference in the range value that will impact the classification 

problems later, normalization must be carried out [19]. In 

addition, (8) can be used to perform z-score normalization [20]. 

 𝑍 =
𝑥−�̅�

𝑠
.  (8) 

On (8), Z represents the z-score normalization, x represents the 

value from data, �̅� is the mean of the data, and s is the standard 

deviation. 

D. SUPPORT VECTOR MACHINE (SVM) STAGE 

The system groups tweets into two clusters, namely positive 

and negative. A hyperplane groups each tweet. When using 

SVM algorithm, there are three kernels that could be used to 

find the best hyperplane, namely the Gaussian RBF kernel, 

linear kernel, and polynomial kernel [13]. Thus, during the 

research the three kernels’ accuracies were compared with each 

other, and the best kernel found was used as a result of 

sentiment analysis based on their accuracy results. 

E. ACCURACY STAGE 

The system results were tested for accuracy using the 10-

fold cross validation and confusion matrix. The test results of 

the two methods were then compared, and the best results was 

utilized to test the accuracy of sentiment analysis. 

VII. RESULTS AND DISCUSSION 

The dataset collected on Twitter with the hashtag 

“vaksinbooster” is 681 tweets. These data consisted of two 

classes: negative (0) and positive (1). In addition, the data 

showed that public sentiment towards the booster vaccine 

tended to be positive, as indicated by the 554 positive and 127 

negative tweets. The dataset was divided into 545 training data 

and 136 testing data. Furthermore, text preprocessing was 

applied to the dataset, resulting in an array of significant words 

from a tweet. Meanwhile, the weight values of each word from 

the text preprocessing stage were obtained from conducting the 

feature extraction stage. The weight value from extraction 

results were afterwards processed as inputs using the SVM 

algorithm. The SVM algorithm was then applied using three 

kernels: the linear kernel (see Figure 3 and Figure 4), Gaussian 

RBF kernel (see Figure 4), and polynomial kernel (see Table V 

and Table VI).  

Figure 3 describes the results of testing the SVM algorithm 

with a linear kernel on the sentiment analysis of booster vaccine. 

 

Figure 3. confusion matrix accuracy with linear kernel. 

 

Figure 4. Ten-fold cross validation accuracy with linear kernel. 

 

 

Figure 5. Confusion matrix accuracy with the Gaussian RBF kernel. 

 

Figure 6. 10-fold cross validation accuracy with the Gaussian RBF kernel. 
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Testing with the confusion matrix method yielded positive 

predictive data following positive facts in as many as 92 and 

negative predictive data following negative reality in as many 

as eight positive predictive data. Still, negative reality found as 

many as 29 data and negative predictive data, but positive 

reality found as many as 7 data. Therefore, the results of the 

accuracy level with the confusion matrix test method were 74%. 

On the other hand, as seen in Figure 4, testing with the 10-fold 

cross validation method yielded a higher level of accuracy than 

the confusion matrix, which was 76.07%. 

Figure 5 shows the results of testing the SVM algorithm 

with the Gaussian RBF kernel for sentiment analysis of booster 

vaccines. Testing with the confusion matrix method yielded 

positive predictive data corresponding to positive reality as 

much as 99 and negative predictive data corresponding to 

negative reality as much as 0. Meanwhile, positive predictive 

data with negative reality were found in 37 data, and negative 

predictive data with positive reality were found in 0 data. 

Therefore, the results of the confusion matrix testing yielded an 

accuracy level of 73%. On the other hand, the utilization of the 

10-fold cross validation method yielded a higher level of 

accuracy than the confusion matrix, which was 78.2% (see 

Figure 6). 

In 2019, research on the human development index (HDI) 

classification using the SVM with the Gaussian RBF kernel 

achieved an accuracy of 98.1%, which was higher than the 

application of the linear kernel, which yielded an accuracy of 

95.1% [21]. 

Table V and Table VI describes the results of testing the 

SVM algorithm with polynomial kernel on the sentiment of 

booster vaccine analysis. As shown on Table V, testing with 

the confusion matrix method obtained the same results as those 

achieved by the SVM algorithm with Gaussian RBF kernel, 

which had an accuracy rate of 73%. However, as depicted on 

Table VI, testing using the 10-fold cross validation method 

yielded a higher level of accuracy than the confusion matrix, 

which was averaged at 79.22%. 

Thus, the application of the SVM algorithm with the best 

kernel was found in the polynomial kernel, exhibiting the 

highest level of accuracy through the implementation of using 

the 10-fold cross validation test method, which is 79.22%. 

In 2020, research was conducted to investigate the 

sentiment analysis of OVO services on Twitter using the SVM 

algorithm. The research found that using a polynomial kernel 

in the SVM process had a high accuracy rate of 89.09% [22]. 

In addition, research on sentiment analysis of the large-scale 

social restrictions (pembatasan sosial berskala besar, 

PSBB) policies on Twitter found that the SVM algorithm with 

a polynomial kernel had an accuracy rate of 94.55% [23]. 

Based on the results of this study, the SVM algorithm with a 

polynomial kernel is the best method for analyzing booster 

vaccine sentiment on Twitter social media. 

VIII. CONCLUSION 

In Indonesia, the COVID-19 vaccination entails the 

administration of two compulsory doses, with the most recent 

dosage being the booster vaccination. However, the booster 

vaccines have rose various sentiments among the Indonesians. 

Therefore, the researcher proposes the application of machine 

learning technology to develop a system that can analyze the 

sentiments of the Indonesian towards the booster vaccine using 

the SVM algorithm. This study gathered 681 Indonesian 

Twitter data, specifically focusing on the hashtag 

“vaksinbooster.” The data were subsequently categorized into 

negative (0) and positive (1). In addition, the dataset was 

divided into training data consisting of 545 data and a testing 

data consisting of 136 data. The data shows that public 

sentiment toward the booster vaccine tends to be positive, as 

evidenced by the positive tweets of 554 data and the negative 

tweets of 127. 

The system testing using the 10-fold cross validation found 

that the SVM algorithm using the linear kernel achieved an 

accuracy rate of 76.07%. At the same time, the Gaussian RBF 

kernel obtained an accuracy rate of 78.2%. Then, the 

polynomial kernel yielded an accuracy rate of 79.22%. The 

system testing using the confusion matrix method found that 

the SVM algorithm using the linear kernel resulted in an 

accuracy rate of 74%. Meanwhile, the Gaussian RBF kernel 

obtained an accuracy rate of 73%. The polynomial kernel 

achieved an accuracy rate of 73%. Hence, the best kernel for 

the application of the SVM algorithm is the polynomial kernel, 

which achieves the highest level of accuracy when tested with 

the 10-fold cross validation. 
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