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ABSTRACT — This work introduces a novel noise removal algorithm for satellite imageries based on superpixel 

segmentation followed by statistics-based filtering. The algorithm worked in three main steps. First, the noisy input image 

was divided into subregions by employing simple linear iterative clustering (SLIC)-based superpixel segmentation. Then, 

the statistical property of each subregion was calculated, including their standard deviations and maximum values. Last, an 

adaptive statistics-based stripe noise removal was performed for each subregion by constructing adaptive filter sizes 

according to calculated properties. The algorithm was tested using real satellite imageries taken by the LAPAN-A2 and 

LAPAN-A3 satellites. Its performance was then compared to three existing methods in terms of image quality and 

computation speed. Extensive experiments on two datasets of 3-channel images captured by the LAPAN-A2 satellite showed 

that the algorithm was capable of reducing the stripe pattern as measured using the peak-signal-to-noise-ratio (PSNR) metric 

without introducing additional artifacts, which commonly appeared on over-corrected regions. Moreover, compared to 

existing methods, the proposed algorithm ran 42 to 103 times faster and provided better image quality by 2.46%, measured 

using the structural similarity metric (SSIM). The code of this work and the datasets used for the testing are publicly available 

on www.github.com/dancingpixel/SPSNR. 
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I. INTRODUCTION 

Satellite imagery is becoming increasingly popular due to 

its versatile applications in various fields, such as agriculture, 

geology, and weather forecasting. As this technology continues 

to evolve, there is a growing demand for using satellite imagery 

for mapping, measurement, change detection, and monitoring 

purposes. This trend is fueled by advancements in satellite 

technology [1], [2]. 

As satellite imagery becomes more prevalent in various 

applications, it is crucial to provide high-quality images free 

from noise to ensure that the resulting analysis yields useful 

information that aligns with the desired outcomes. However, 

providing fine-quality images is challenging due to various 

factors that may cause the satellite imaging system to produce 

subpar image quality. These factors can generally be classified 

into two categories: internal and external factors. Examples of 

internal factors include the presence of vibration on the satellite 

while capturing images, misalignment of the on-orbit camera, 

unstable satellite power, and near expiration of the camera’s 

usage duration. On the other hand, external factors are mainly 

caused by unfavorable space conditions, such as over-radiation 

from the sun exposing the satellite system and radio frequency 

interference (RFI) experienced by the satellite communication 

link during data transmission [3], [4]. 

As previously mentioned, internal and external factors can 

result in subpar image quality in satellite imaging systems, 

leading to noise in captured images. Additionally, differences 

in detector response and calibration errors may also contribute 

to the appearance of noise in images taken by imaging systems 

such as push-broom and cross-track devices [5]–[7]. These 

types of noise can obscure the original image and compromise 

its suitability for subsequent processing, such as image 

unmixing and classification [8], [9]. Therefore, it is crucial to 

perform a noise-removal process to enhance the visual quality 

of images captured by the satellite’s imaging system. By 

providing a noise-free image, subsequent image processing and 

analysis can be performed accurately. 

Various denoising methods have been developed under 

different frameworks, which can be broadly classified into two 

categories: frequency-domain and spatial-domain filtering [10]. 

Frequency-domain filtering works by generating a frequency-

domain filter applied on a transformed image, such as Fourier 

transform and wavelet analysis [11], [12]. Although this type 

of filtering has been demonstrated to reduce the noise 

effectively, the requirement for spatial-to-frequency 

transformation during correction and vice versa can be 

considered a drawback of this approach, as it leads to longer 

overall processing time. In contrast, spatial-domain filtering 

methods typically perform correction by utilizing the statistical 

properties of pixel values in the input images, such as mean, 

standard deviation, or even histogram [13]–[15]. The benefit of 

this approach is that it can be performed without requiring 

spatial-to-frequency transformation, thus avoiding high 

computational costs. However, as this approach relies on the 

statistical properties of the images, for images with uneven 

pixel-value distribution, applying the global statistical 

properties to construct the filter might be irrelevant as it will 

lead to over-correction. Therefore, the availability of an 

adaptive spatial-based filter to avoid this problem is still 

required.  

This work focuses on developing an algorithm that can 

reduce the stripe noise level on high-resolution satellite 

imageries, which manifests as vertical and horizontal line 

patterns in the images. As this type of noise can negatively 

impact the visual quality of the images, the goal of this work is 

to restore a clear satellite image from a given noisy image 

without introducing additional artifacts commonly emerging by 

existing methods [15], [16]. To achieve this goal, a 

combination of superpixel-based segmentation and statistics-
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based filtering is applied to each subregion. Superpixel 

segmentation groups similar pixels into larger and more 

significant areas, known as superpixels. Superpixels represent 

clusters of pixels with similar attributes like color, texture, or 

intensity, acting as the “building blocks” of an image. This 

method is essential for image segmentation as it simplifies 

image processing tasks and makes them more efficient by 

reducing the number of pixels [17]. 

In this work, a statistics-based noise removal introduced in 

[15] was applied for each subregion yielded by superpixel 

segmentation. The algorithm in [15] employed one-

dimensional median and mean filters consecutively applied in 

vertical and horizontal directions. As this approach is originally 

applying an identical filter size on the entire image region, 

over-corrected artifacts commonly appeared on the resulting 

images, indicating that the filter size is not properly chosen. 

Therefore, to avoid a similar problem, in the proposed approach, 

the size of the median and mean filters was set to adaptively 

change, depending on the statistical properties of the 

subregions. In summary, the contribution of this work falls into 

two aspects. First, a novel stripe noise removal algorithm for 

satellite imageries based on superpixel segmentation and 

statistics-based filter is developed. This algorithm is then called 

superpixel-based stripe noise removal (SPSNR). The algorithm 

is capable of reducing the noise level without introducing 

additional artifacts. Second, the algorithm code and test 

datasets are publicly available so that other research 

communities with similar interests can use them in their case. 

The code can be downloaded from 

www.github.com/dancingpixel/SPSNR.  

In order to assess the performance of the proposed 

algorithm, the algorithm has been tested on sixteen real 

imageries taken by LAPAN-A2 and LAPAN-A3 

microsatellites. The evaluation was conducted by measuring 

the visual quality of the resulted images by using the peak-

signal-to-noise ratio (PSNR) and structural similarity index 

(SSIM) metrics. Moreover,  a benchmark test of the proposed 

algorithm to existing state-of-the-art stripe removal methods 

was performed.  

Finally, the rest of this article is organized as follows: first, 

in Section II, the related works including the concept of 

superpixel-based segmentation and the existing statistics-based 

filtering is explained in detail. In Section III, the proposed 

algorithm is presented and the detail of the test dataset and 

assessment strategy are also elaborated. Finally, the 

experimental details and results is provided in Section IV, 

followed by the conclusion in Section V. 

II. RELATED WORKS 

In this section, the basic approaches employed in the 

proposed algorithm, i.e., superpixel-based segmentation and 

statistics-based filtering is presented in detail. 

A. SUPERPIXEL-BASED SEGMENTATION 

A superpixel can be defined as a collection of pixels that 

possesses homogeneous properties, including texture and color, 

and is frequently utilized in computer vision and image 

processing applications. The concept of superpixels involves 

consolidating pixels into more significant, easily processable 

regions that surpass the efficacy of analyzing individual pixels. 

There are various methods available for superpixel 

segmentation, which can be grouped into three types: graph-

based, gradient-based, and clustering-based algorithms. 

Graph-based techniques take into consideration the image’s 

brightness, contour, and texture, and generate superpixels that 

have a visually compact appearance [18], [19]. The normalized 

cut (NC) superpixel is an example that represents these 

methods [17]. Moreover, there is also an entropy rate 

superpixel (ERS), which relies on the entropy rate of random 

walk and an equilibrium term to generate superpixels with high 

segmentation accuracy [20]. Another widely adopted graph-

based approach is the lazy random walk (LRW), which 

primarily takes into account the texture cues of the image [21]. 

In general, gradient-based superpixel segmentation can 

effectively adhere to object boundaries. Turbopixels is an 

example of a popularly adopted gradient-based superpixel that 

uses level-set technology to generate superpixels with linear 

computational complexity [22]. Another well-known technique 

is the watershed-based scheme which utilizes marker-

controlled watershed transformation for superpixel 

segmentation [23]. In this instance, a spatially regularized 

gradient was applied to generate identical subregions.  

The clustering-based approach generates superpixels 

through a linear iterative process offering a lower 

computational complexity especially compared to the graph-

based approach [24]. The famous implementation of this 

approach was employing k-means simple linear iterative 

clustering (SLIC) [24]. SLIC is now considered as a state-of-

the-art method for superpixel segmentation due to its ability to 

efficiently balance both spatial and color similarity while 

maintaining a short execution time. In addition, an intrinsic 

manifold SLIC capable of dealing with small-sized and high-

intensity regions has also been introduced in [25]. Moreover, 

the edge-weighted centroidal Voronoi tessellations-based 

approach, known as VCell, is also among the popular 

clustering-based approaches that outperform traditional SLIC 

in addressing challenges such as boundary crossing and 

collision [26]. 

In this work, the SLIC was used as the backbone for the 

superpixel-based segmentation as it possesses both better 

segmentation accuracy and faster processing time compared to 

state-of-the-art algorithms [24]. The detailed implementation 

of the proposed approach is provided in Section III A. 

B. STATISTICS-BASED STRIPE NOISE REMOVAL 

The statistics-based method for removing stripe noise used 

for the proposed algorithm has been published [15]. The initial 

procedure for utilizing this algorithm involves extracting the 

vertical noise from the image by applying median filtering on 

the row direction followed by subtracting the median filtered 

image from the input image to form an initial noise template, 

Tnoise. Afterward, vertically stretching the noise template using 

a mean filter will result in the final vertical noise template. The 

final noise template represents the extracted noise from the 

input image; hence, a recovered image can directly be resulted 

by subtracting this template from the original input image. As 

the steps explained are used to reduce the vertical stripe effect 

only, median filtering in column basis followed horizontal 

stretch on the resulting template. 

In detail, removing vertical stripe noise using the method in 

can be done by following steps [15]. 

1. Assume there is an input image I and the pixel located 

at ith row index and jth column index is labeled as I(i,j). 

To obtain the median filtered image IMF(i,j), perform a 

convolution operation in the horizontal direction 

between I(i,j) and a global median filter template FMF. 
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In this case, the FMF is constructed by specifying a one-

dimensional median filter size of NMF. 

 𝐼𝑀𝐹(𝑖, 𝑗) = 𝐼(𝑖, 𝑗) ⊗ 𝐹𝑀𝐹. (1) 

2. To extract the initial noise template (Tnoise), subtract the 

IMF from the input image I. 

 𝑇𝑛𝑜𝑖𝑠𝑒 = 𝐼 − 𝐼𝑀𝐹. (2) 

3. Stretch the Tnoise template vertically by applying 

column-wise mean filter, FME. Similar to FMF, a fixed-

size NME must be set to the FME filter. The result of this 

step is called the final noise template, IN. 

 𝐼𝑁(𝑖, 𝑗) = 𝑇𝑛𝑜𝑖𝑠𝑒(𝑖, 𝑗) ⊗ 𝐹𝑀𝐸. (3) 

4. Finally, recovered image IC can be resulted by 

subtracting the IN from the input image. 

 𝐼𝐶 = 𝐼 − 𝐼𝑁 . (4) 

It should be noted that all the steps above were designed 

specifically to reduce the presence of vertical stripe noise. To 

reduce the horizontal stripe noise, repeat the steps by first 

applying the FMF in the vertical direction followed by stretching 

the Tnoise horizontally. 

III. METHODOLOGY 

A. PROPOSED ALGORITHM 

The proposed algorithm is dedicated to tackle common 

issues found while performing classical stripe noise, i.e., 

additional artifacts. In general, this artifact is produced as the 

effect of over-correction in a certain area of images caused by 

improper filter width selection while performing the filtering 

process. Therefore, a better way to determine filter size in 

suppressing the stripe noise based on superpixel segmentation 

is introduced in this work. 

In this work, superpixel-based segmentation was employed 

to precisely cluster images into N subregions based on their 

texture and homogeneity so that regions with a high-intensity 

difference would be segmented partly. This strategy could ease 

the noise removal process as the filter size would be locally 

determined according to the statistical property of each cluster.  

Figure 1(a) shows the example of a test image containing 

stripe noises spreading in both vertical and horizontal 

directions. It can be seen that the existence of this kind of noise 

degrades the visual quality of the image. In Figure 1(b), 

clustered regions are produced by superpixel-based 

segmentation. Figure 1(b) was converted into a grayscale 

colormap for better visualization. It is shown that the 

segmentation method is capable of clustering the images 

according to their intensity value in a precise manner. 

The summary of the proposed algorithm which is the 

combination of superpixel-based segmentation and statistics-

based stripe noise removal is given in Figure 2. 

After applying the segmentation over an input image I, 

there would be N subregions that needed to be individually 

processed by using an adaptive statistics-based filter. 

 𝐼 = {𝐼1, 𝐼2, … , 𝐼𝑁}. (5) 

The term adaptive means that each of the median filter size 

(NMF) or mean filter size (NME) will change dynamically 

according to the statistical properties of regions being corrected. 

In this work, the NMF was set according to the standard 

deviation σ and maximum value of a subregion. 

 𝑁𝑀𝐹(𝑘) = ⌈|
𝜎(𝐼𝑘)

max(𝐼𝑘)
| × 𝑁𝑀𝐹0⌉ , 𝑘 = 1, 2, … , 𝑁. (6) 

According to (6), higher σ will lead to a wider filter size. The 

reason behind applying this strategy is that the σ value will be 

higher for a noisy subregion compared to the less noisy one, in 

turn, requires a larger NMF size for extracting the initial noise 

template from the input image. The term NMF0 is a global 

constant representing a maximum median filter size. Similar to 

NMF, the NME value was also set according to a statistical 

property as given below. 

 𝑁𝑀𝐸(𝑘) = ⌈
𝑁𝑛𝑧

𝑁𝑝𝑖𝑥
× 𝑁𝑀𝐸0⌉ , 𝑘 = 1, 2, … , 𝑁. (7) 

The term Nnz and Npix, respectively, represent the number of 

nonzero pixels and the total pixel population of the initial noise 

 
 (a) (b) 

Figure 1. Comparison of imageries with noise from superpixel segmentatin 
results, (a) imagery taken by LAPAN-A3 optical sensor containing stripe noises 
and (b) clustered regions based on superpixel segmentation using N = 500.  

 

 

Figure 2. Flowchart of the proposed algorithm. 
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template (Tnoise) previously extracted by the median filter chain. 

Since the mean filter was applied to Tnoise, the Nnz was the 

number of pixels considered as noise, and therefore the higher 

the Nnz, the wider the NME. Then, the term NME0 is also 

introduced, which is assigned as the maximum possible filter 

size.  

B. EVALUATION STRATEGY 

In order to evaluate the performance of the proposed 

method, the quality of the recovered image and the processing 

time required by the method was measured. Both of these 

variables are essential to assess whether the algorithm is well-

performing. 

To measure image quality, the PSNR and SSIM metrics 

were employed. The PSNR represents the ratio of the highest 

signal to noise background and the higher the PSNR indicates 

the lower the noise. The other metric, SSIM, was used to 

measure the similarity level between two images. Mathematical 

representation of PSNR and SSIM metric is given in (8) and (9). 

 𝑃𝑆𝑁𝑅 = 20𝑙𝑜𝑔10 (
𝑚𝑎𝑥(𝐼𝑖)

√𝑀𝑆𝐸
) (8) 

 𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜂𝑥𝜂𝑦)(2𝜎𝑥𝑦)

(𝜂𝑥
2+𝜂𝑦

2)(𝜎𝑥
2+𝜎𝑦

2)
. (9) 

Equation (9) was used to calculate SSIM values between image 

x and y; meanwhile, the ηx, ηy, σx, σx, and σxy refer to the average 

value of x, the average value of y, variance of x, variance of y, 

and covariance of x and y. Besides representing the similarity 

level between the recovered and reference images, the SSIM 

metric can also be used as an indicator of the existence of 

additional artifacts as the artifacts would introduce a new 

structure to the image and consequently lower the SSIM value.  

As the SSIM measurement requires a reference image, 

instead of using a noisy LAPAN-A3 dataset in this work, 

images on a less-noisy dataset produced by the LAPAN-A2 

satellite were used as the references. The synthetic noisy 

images were created by adding stretched random noise to form 

the stripe pattern. In the end, the synthetic images were then 

passed to the proposed algorithm, and the SSIM between the 

recovered and reference images was measured. An example of 

a synthetically-generated stripe noisy image is shown in Figure 

3.  

C. DATASET USED 

There are two optical imagery datasets used in this work, 

i.e., LAPAN-A2 and LAPAN-A3. Each image on both datasets 

was taken at a different location and day. Both datasets were 

captured by identical onboard sensors of LAPAN-A2 and 

LAPAN-A3 satellites with a resolution of 4.5 m. The images 

on LAPAN-A2 dataset are less noisy (higher PSNR) compared 

to the latter. Therefore, this dataset was used as ideal reference 

images when measuring SSIM. The other dataset, LAPAN-A3, 

had a higher noise level in terms of PSNR value and was used 

for evaluating the capability of the proposed method in 

reducing noise. Table I shows the properties of both datasets. 

IV. RESULT AND DISCUSSION  

In this section, the evaluation results of the proposed 

method including the quality of resulted images are presented. 

Moreover, the performance comparison of the proposed 

method to the state-of-the-art algorithms in terms of image 

quality and processing speed is also provided. 

A. QUALITATIVE IMAGE ASSESSMENT 

The first experiment was conducted by passing LAPAN-A3 

dataset to the proposed algorithm in order to assess the 

capability of the algorithm in dealing with noisy images. The 

parameters used in the experiments were empirically 

determined and are given in Table II. Since each channel of the 

test image consists of around 4 million pixels, in this work, 

dividing the image into 500 subregions containing 8,000-

10,000 pixels was sufficient to encapsulate relatively small 

objects, such as cloud blobs and man-made features. Moreover, 

both global filters’ size NMF0 and NME0 to 300 has also been 

assigned as it minimizes blurry effect on the resulted images. 

From Figure 4, it can be seen that the proposed algorithm is 

capable of reducing the noise disturbance on the recovered 

image. The stripe effect that is commonly found on the input 

image (Figure 4(a)) is depleted in the recovered image (Figure 

4(b)). This result can be used to verify that the proposed 

algorithm is well-performing according to visual inspection. 

Since the filter size of the proposed method, NMF and NME, 

is adaptively changing, it is found that the resulting images are 

insensitive to additional artifacts, which are commonly found 

in fixed-size filter implementation. As shown in Figure 5, the 

 

 (a) (b) 

Figure 3. Examples of synthetically-generated stripe noisy image, (a) an input 
image from LAPAN-A2 dataset, (b) noisy version after being added by synthetic 
stripe. 

TABLE I 

PARAMETERS USED FOR THE EXPERIMENT 

Dataset 
Image 

Count 
Dimension 

Average PSNR 

(dB) 

LAPAN-A2 6 2048 × 2048 × 3 17.162 

LAPAN-A3 10 2044 × 2047 × 3 15.619 

 

 

TABLE II 

PARAMETERS USED FOR THE EXPERIMENT 

Parameter Symbol Value 

Subregion count N 500 

Maximum median filter width NMF0 300 

Maximum mean filter width NME0 300 

 

 (a) (b) 

Figure 4. Visual comparison of input images and their recovered versions, (a) an 
input image from LAPAN-A3 dataset, (b) the recovered image using the proposed 
method. 
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proposed algorithm provides better results regarding the 

absence of artifacts compared to the existing method presented 

in [15]. Figure 5(a) shows an input image from LAPAN-A3 

dataset; meanwhile, Figure 5(b) is the recovered image using 

adaptively-changing filter sizes of the proposed method. Figure 

5(c) presents an image recovered using fixed-size filter with 

NMF = 300 and NME = 300, while Figure 5(d) is the zoomed 

yellow-boxed area of image in Figure 5(c), showing additional 

artifacts as pointed by the yellow arrow. 

B. QUANTITATIVE IMAGE QUALITY ASSESSMENT 

In order to quantitatively measure the performance of the 

proposed algorithm in terms of reducing the noise level, the 

PSNR on both the input and recovered images of LAPAN-A3 

datasets was calculated, and the result was then compared. 

According to Figure 6, it can be seen that applying the 

proposed algorithm increase the PSNR value on almost all 

recovered images indicating that the method has been working 

properly in the noise reduction case.  

The biggest PSNR increment was found in the case of 

recovered “Image 10” with a 6.46% increase, while the PSNR 

of recovered “Image 5”, “Image 8”, and “Image 9” were closely 

similar to those of their noisy input. One might think that the 

proposed method is ineffective for those images; however, by 

viewing Figure 7, it is clear that the stripe pattern effect appears 

to be diminishing, improving the visual quality of the recovered 

version of those images. 

The most possible reason for this particular case is that 

evaluating the visual quality using the PSNR metric is 

sometimes insufficient, and therefore the SSIM metrics were 

employed for the assessment in the next section. Finally, based 

on the calculation, the average PSNR value of this dataset was 

improved by 2.46% after the correction, verifying that the 

proposed algorithm improves the visual quality and lowers the 

disturbing noise. 

C. PERFORMANCE COMPARISON 

In this section, result of the performance benchmark in 

terms of SSIM and computing speed of the proposed algorithm 

to three existing methods is reported. The first method was a 

pure statistics-based stripe noise removal employing fixed-size 

filters as introduced in [15], which was also the base of the 

 

 (a) (b) 

 

 (c) (d) 

Figure 5. Visual comparison of input images and their recovered versions with 
adaptively-changing filter size (a) an input image, (b) the recovered image with 
adaptively-changing filter size, (c) image recovered using fixed-size filter, (d) 
zoomed yellow-boxed area. 

 

Figure 6. Comparison of PSNR value between input noisy images and recovered 
images through the proposed method using LAPAN-A3 dataset. 
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 (e) (f) 

Figure 7. Comparison of noisy images and their recovered version from th 
implementation of the proposed algorithm, (a) noisy image of “Image 5”, (b) 
recovered image of “Image 5”, (c) noisy image of “Image 8”, (d) recovered image 
of “Image 8”, (e) noisy image of “Image 9”, and (f) recovered image of “Image 9”. 
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proposed method. The second method was the improved 

version of the first method with the involvement of weighting 

schema in determining the size of filters. The detailed 

implementation of the second method can be found in [16]. The 

last method was introduced in [27], which used sheared 

decomposition framework for oblique stripe removal. This 

method has been tested and is well-performing in the case of 

Terra MODIS and Landsat 7 imageries. For the sake of 

simplicity, all the existing methods were then called as “M01”, 

“M02” and “M03”, while the proposed algorithm used the 

“SPSNR” term. 

According to Figure 8, the proposed SPSNR algorithm is 

generally better than the other methods in terms of recovering 

an accurate image. It is shown that the accuracy provided by 

SPSNR which is stated in SSIM value is ranging from 0.67 to 

0.78. In contrast, its competitors only produced SSIM between 

0.39 to 0.77. By averaging over all the images, the highest 

average accuracy of 0.74 was reserved by SPSNR followed by 

M01, M03, and M02 with accuracies of 0.73, 0.58, and 0.52, 

respectively. 

In this work, the speed benchmarking was run on Windows 

11 machine, equipped with Intel® Xeon W-2223 8 CPUs 

@3.60 GHz processor and 64 GB of RAM. By looking at Table 

III, it is clear that the traditional statistics-based method (M01) 

is superior compared to others with an average speed of only 

1.3 seconds. This condition is reasonable since the M01 method 

did not perform any preprocessing steps like SPSNR, M02, and 

M03 did. The slow speed by SPSNR was mainly caused by the 

superpixel segmentation stage while the slow performance by 

the M02 was found on pixel-wise weighting for determining 

filter size. The most surprising result is that the M03 was almost 

103 times slower than the proposed method as it performed 

massive group sparsity calculations requiring high 

computational load. Last but not least, by comparing the M02 

and SPSNR, it was found that SPSNR was superior with a 

speed gain of 41.87. 

Finally, based on the SSIM comparison in Figure 8, it can 

also be inferred that the M02 and M03 perform poorly in the 

case of LAPAN-A2 dataset. There are two possibilities causing 

low SSIM values of recovered images produced by those 

methods. First, the characteristics of the input images used in 

the proposed experiments may not be suitable enough to make 

the methods work properly. Second, the use of improper 

parameters could be another reason as this work directly used 

the value provided in the reference paper. Therefore, a fine-

tuning schema might be required for further use of the methods. 

V. CONCLUSION 

In this work, a novel stripe noise removal algorithm based 

on the combination of superpixel segmentation and statistics-

based filtering has been introduced. The algorithm was tested 

using real satellite imageries taken by LAPAN-A2 and 

LAPAN-A3 satellites and its performance was compared to 

three existing methods in terms of image quality and 

computation speed. Based on the experiment, the proposed 

algorithm was proven capable of improving the image quality 

by 2.46% and had around 42–103 times faster execution speed 

compared to its competitors. Finally, the proposed algorithm, 

in concept, can be employed to reduce the stripe noise effect on 

various types of images, however, finely tuning the associated 

parameters is highly recommended. 
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