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ABSTRACT — Many farmers in Indonesia derive their income from coffee plants, which also play a crucial role in the 

country’s foreign exchange earnings. However, coffee plant production may decrease due to pests and disease attacks. Leaf 

diseases, such as leaf spot (Cercospora coffeicola) and leaf rust (Hemileia vastatrix), are among the most common diseases 

to occur in coffee plants. This research seeks to identify leaf diseases in robusta coffee leaves and determine the 

classification. The application of machine learning-based image processing using the support vector machine (SVM) 

classification method based on the gray-level co-occurrence matrix (GLCM) feature extraction can be the proposed solution. 

The preprocessing must precede the processing stage for easier analysis of the image’s quality. Then, the k-means clustering 

segmentation process was conducted to distinguish leaf parts affected by leaf spot and rust from those unaffected. The GLCM 

method was employed as the feature extraction based on the angular second moment (ASM) or energy features, contrasts, 

correlations, inverse different moment (IDM) or homogeneities, and entropy with angles of 0°, 45°, 90°, and 135°, as well 

as inter-pixel distances of 1 until 3. The classification was done with the SVM method using the linear, polynomial, and 

radial basis function (RBF) Gaussian kernels. This research used leaf spot and rust images, with training and test data of 320 

and 80 images, respectively. The RBF Gaussian achieved the best test results with the best accuracy of 97.5%, precision of 

95.24%, recall of 100%, and F1-score of 97.56%. 
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I. INTRODUCTION 

Coffee is a tree-shaped plant belonging to the Rubiaceae 

family and the genus Coffea [1], [2]. The genus Coffea has 

about a hundred types, but only two species have high 

commercial value, especially robusta and arabica coffees. 

Other types of coffee, such as excelsa and liberica coffee beans, 

are only used as a mixture to enhance the aroma [3]. Coffee is 

one of the most widely consumed drinks in the world, so it is a 

foodstuff that is quite relevant from the economic perspective 

[4]. 

Coffee is a leading commodity that contributes to foreign 

exchange earnings, provides income for farmers, produces 

industrial commodities, stimulates job creation, and drives 

regional development. Indonesia is the world’s sixth-largest 

coffee producer after Brazil, Vietnam, Colombia, Honduras, 

and India. It is also the second-largest coffee producer in 

Southeast Asia. The six countries export 73.7% of the world’s 

coffee, with Brazil accounting for 29.1%, Vietnam 20.5%, 

Colombia 10.5%, Honduras 5.3%, India 4.7%, and Indonesia 

3.6% [5], [6]. Coffee production in Indonesia has declined due 

to farmers’ limited knowledge of various diseases and pests 

attacking coffee plants. 

Plant disease is a condition in which symptoms appear 

when plant tissues and cells stop functioning normally as a 

result of constant pathogens or the environmental interferences 

[7]. The diseases that attack coffee plants include leaf spot, leaf 

rust, coffee rot, and fungal upas. Leaf spot (Cercospora 

coffeicola) and leaf rust (Hemileia vastatrix) diseases are two 

plant diseases that attack coffee leaves. These diseases may 

reduce coffee productivity and cause crop failures and plant 

death. In addition, the farmers’ limited knowledge of the coffee 

plant disease impacts leads to crop failures, which is 

detrimental and unsettling to coffee farmers. Coffee leaf spot 

disease caused by the fungus Cercospora coffeicola is known 

as brown-eye spot and is widespread not only in Indonesia, but 

also worldwide. Round, concentric, reddish-brown, or dark 

brown spot indicate this diseases attack on the leaves. Humid 

weather can aggravate leaf spot, which then cause leaf drop [6], 

[8]. Leaf rust disease is caused by the fungus Hemileia vastatrix, 

which infects the genus Coffea and is more severe in arabica 

and robusta coffee [9]. Symptoms of leaf rust disease can be 

seen by the presence of orange-colored spots on both sides of 

the leaf. Affected leaves exhibit brown spots that then turn 

yellow [6]. 

The advancement of technology can affect all aspects of life, 

including farming. The employment of technology in farming, 

such as image processing to detect diseases in coffee leaves, is 

necessitated. Image processing involves numerous fields, 

including mathematics, physics, electronics, photography, arts, 

and computer technology. Hence, it plays an essential role in 

this research. Computer vision and image processing are 

interrelated. The main objectives of computer vision are object 

detection, segmentation, and classification [10]. 

Farmers can manually identify and classify diseases in 

coffee leaves. However, this practice is not that effective since 

morphological characteristics of the leaf diseases, such as 

shape, texture, and color, cannot be distinguished. Research 

employing image processing has been conducted to resolve this 

problem. In earlier research, a fuzzy k-nearest neighbor (FK-

NN) method was used to diagnose diseases in the arabica coffee 

plants and resulted in an accuracy level of 80% [11]. Other 

research applied the web-based breadth-first search (BFS) 

method to identify pests and diseases in coffee plants, with an 

accuracy of 83.39% [12]. Using the Euclidean distance and 

Hough transform to identify brown eye spot diseases in coffee 

leaves resulted in an accuracy of 55% and 50% for the arabica 
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and the robusta coffee leaves, respectively [2]. In coffee plant 

leaf images, edge detection using the Laplacian of Gaussian 

method produced an average mean square error value of 

237.629 pixels [13]. The application of expert systems and 

location-based services for disease detection in coffee plants 

using decision tree classification has also been studied. This 

method produced an accuracy rate of 85% [14]. Then, the study 

of potato leaf disease detection using the support vector 

machine (SVM) method based on texture features and color 

features yielded an average accuracy of 80% [15]. 

Classification of clove leaves using particle swarm 

optimization-support vector machine (PSO-SVM) and gray-

level co-occurrence matrix (GLCM) to determine the leaf 

surface produced an accuracy rate of 90.5% [16]. An accuracy 

value of 96.8% was obtained in a study that used the SVM 

method for classifying and a convolutional neural network 

(CNN) for extracting disease characteristics in rice leaves [17]. 

The classification accuracy achieved using the GLCM and 

SVM methods in previous studies was greater than 80%. This 

research employed the SVM method for classification and the 

GLCM method for feature extraction. The research began with 

the acquisition of image data to obtain digital images in the 

form of robusta coffee leaves. Preprocessing was used to 

increase image contrast to get new and better RGB values. 

Segmentation with k-means clustering was used to distinguish 

parts of leaves affected by the disease from those unaffected. 

Texture feature extraction was performed using the GLCM 

process, yielding angular second moment (ASM) or energy, 

contrast, correlation, inverse different moment (IDM) or 

homogeneity, and entropy values. The SVM was used in the 

final stage of classification to determine robusta coffee leaf 

disease. This process was computer-processed using MATLAB 

software. 

II. METHODOLOGY 

The proposed methods presented in Figure 1 include image 

acquisition/taking images, preprocessing using contrast stretch, 

segmentation of k-means clustering, extraction of the GLCM 

feature, and classification of the SVM. The system design, both 

training and testing, shares similar process flows. The flow 

diagram of the system design in the form of training and testing 

is outlined in Figure 1, describing the flow of the conducted 

research. 

A. IMAGE ACQUISITION 

The image acquisition process is the initial step in capturing 

or obtaining digital images using devices or certain additional 

devices, for which this research used a digital scanner. Images 

of robusta coffee leaves used in this study had 300 dpi 

resolution and were in JPEG format (*.jpg extension). The 

image samples were collected from robusta coffee plantation in 

the Plaosan Village, Cluwak Subdistrict, Pati Regency, Central 

Java. The original images taken were leaf spot and rust. The 

obtained data were divided into two parts, namely training data 

and test data, using the splitting method with a comparison of 

80:20 [18]. A total of 320 training data and 80 test data were 

obtained. The sample data of coffee leaves with leaf spot and 

rust amounted to 200 leaves, in which each leaf disease type 

consisting of 160 training data and 40 test data. Figure 2 shows 

two coffee leaf samples.  

B. PREPROCESSING 

Preprocessing was employed to improve the image quality 

for easier process and analysis. The process of enhancing 

contrast to expand image differences was performed to obtain 

another RGB value with better differentiation. Significant 

image differences can expand the variation of the objects’ 

sharpness in the images, and clearly visible images can help the 

image segmentation process. The difference in image pixels 

with the highest and the lowest intensity values can be used to 

determine contrast. This research utilized contrast stretching by 

increasing the intensity value to obtain clearer images [19], [20]. 

The contrast enhancement process was performed using the 

MATLAB program. The original images were extracted in 

each RGB component, then contrast stretching was done to get 

 

Figure 1. System design flowchart. 
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better image quality using the imadjust function. The results of 

stretching the contrast of the leaf spot image are depicted in 

Figure 3.  

C. K-MEANS CLUSTERING SEGMENTATION 

Segmentation partitions a region into several segments to 

make it easier to analyze. Images are divided into three clusters 

using k-means clustering, with images located in the main area 

of the region affected in at least one of the clusters [21]. Figure 

1 shows the segmentation using k-means clustering to select 

which of the three clusters has more apparent disease. Figure 

4(a) is the original images after the preprocessing stage, while 

Figure 4(b) until Figure 4(d) depict the results of clusters 1 to 3 

from the k-means clustering segmentation process. 

D. FEATURE EXTRACTION OF THE GRAY-LEVEL CO-
OCCURRENCE MATRIX  

In the subsequent process, the segmentation results were 

extracted to obtain information on area affected by the disease. 

The GLCM method was utilized for the feature extraction. In 

the texture analysis, the GLCM is a statistical method to extract 

features. The GLCM calculates the pixel frequency with 

grayscale intensity values horizontally adjacent to the pixel 

with a j value [22]. The number of times a pixel value level is 

adjacent to another at a given distance (d) and angular direction 

(θ) is known as co-occurrence. Pixels represent distance, while 

degrees represent orientation. With an interval of 45°, the 

orientation is formed in four angular directions, including θ = 

0°, θ = 45°, θ = 90°, and θ = 135° [23], [24]. Texture features 

in this research were calculated from the resulting GLCM, such 

as ASM or energy, contrast, correlation, IDM or homogeneity, 

and entropy. The extraction features of texture characteristics 

are as follows [25]–[27]. 

1)  ANGULAR SECOND MOMENT (ENERGY/UNIFORMITY) 

The ASM or energy is useful for measuring the gray 

intensity of an image in the GLCM matrix or texture uniformity. 

When the intensity variance of images decreases, the ASM 

value increases. Equation (1) is used to calculate the ASM 

value. 

 𝑓1 = ∑ ∑ {𝑝(𝑖, 𝑗)}2
𝑗𝑖 . (1) 

2)  CONTRAST/INERTIA 

Contrast represents an image matrix spread measure or 

moment of inertia. The further away the contrast is from the 

main diagonal, the greater the contrast values. The contrast 

value is a visual indicator of the difference in gray levels 

between image areas. Equation (2) is used to determine the 

contrast value. 

 𝑓2 = ∑ 𝑛2 {
∑ ∑ 𝑝(𝑖, 𝑗)

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

|𝑖 − 𝑗| = 𝑛
}

𝑁𝑔−1

𝑛=0 . (2) 

3)  CORRELATION 

Correlation represents the measure of the linear dependence 

between the degree value of gray images. Equation (3) is used 

to determine the correlation value. 

 𝑓3 =
∑ ∑ (𝑖.𝑗)𝑝(𝑖,𝑗)−𝜇𝑥𝜇𝑦𝑗𝑖

𝜎𝑥𝜎𝑦
.  (3) 

4)  INVERSE DIFFERENCE MOMENT/HOMOGENEITY 

The IDM is the feature indicating image homogeneity in the 

co-occurrence matrix with the same gray degree. In multiple 

coordinates, if a pair of pixels meets the requirements of the co-

 

 (a) (b) 

Figure 2. Images of robusta coffee leaves, (a) leaf spot disease, (b) rust disease 
leaf. 

 

 (a) (b) 

Figure 3. Preprocessed results, (a) RGB image of leaf rust, (b) image of leaf rust 
after increasing the contrast. 

 

 

 (a) (b) 

 

 (a) (b) 

Figure 4. K-Means clustering segmentation results, (a) leaf rust image, (b) 
cluster 1, (c) cluster 2, (d) cluster 3 
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occurrence probability matrix, the energy value will increase. 

In contrast, if they are dispersed, the energy value will decrease. 

The result is a homogeneous image with a high IDM value. The 

equation used to determine the IDM value is shown in (4). 

 𝑓4 = ∑ ∑
1

1+(𝑖−𝑗)2 𝑝(𝑖, 𝑗)𝑗𝑖 . (4) 

5)  ENTROPY 

The intensity distribution irregularity of the images’ gray 

level in the co-occurrence matrix can be measured using the 

entropy. The display will be good if the relative values of the 

GLCM elements are the same. In contrast, the display will be 

poor when the values of the GLCM elements are close to 0 or 

1. It indicates that the gray transition is small, so is the change. 

The entropy value is calculated using (5). 

 𝑓5 = − ∑ ∑ 𝑝(𝑖, 𝑗) log(𝑝( 𝑖, 𝑗))𝑗𝑖 . (5) 

In (1) until (5), 𝑝(𝑖, 𝑗) and (𝑖, 𝑗) is the input in the spatial 

dependence matrix of the gray level being normalized, 

𝑃(𝑖, 𝑗)/𝑅. In 𝑃𝑥(𝑖) value, (𝑖) is inputted to the low probability 

matrix obtained by adding up rows from 𝑃(𝑖, 𝑗) =

 ∑ 𝑃(𝑖, 𝑗)
𝑁𝑔

𝑗=1
. Value of 𝑛 is the number of gray levels in the 

images, while 𝑁𝑔 is the number of different gray levels in each 

quantified image Σ𝑖 , Σ𝑗 , Σ
𝑖=1

𝑁𝑔
, and Σ

𝑗=1

𝑁𝑔
. Value of 𝜇𝑥𝜇𝑦 is the 

average of the column elements in the image matrix, while the 

value of 𝜎𝑥𝜎𝑦 is the standard deviation of the matrix column. 

The feature extraction in this research was calculated from 

the resulting GLCM, such as the ASM or energy, contrast, 

correlation, IDM or homogeneity, and entropy. Four directions 

of the texture feature formation are 0°, 45°, 90°, and 135°, with 

each having an interval of 45°. The GLCM was determined by 

measuring the inter-pixel distance (d) = 1, 2, and 3. 

E. SUPPORT VECTOR MACHINE CLASSIFICATION 

Following the feature extraction, the SVM method was 

used for classification. The SVM is supervised learning using 

algorithms which is able to analyze data and identify patterns 

to provide high-quality support for the hyperplane in the 

dimensional space [28]. This method was used in the regression 

analysis and classification to identify diseases in the coffee 

plant. For the nonlinearity, the notion of the kernel trick in the 

high-dimensional workspace can be included in the future 

development of the SVM. The fundamental notion of the SVM 

is linear classification. Several kernel functions can be utilized 

for the nonlinearity. The SVM learning can be easier when 

using the kernel trick. The SVM classification has several 

kernel functions that are often used, including the following 

[29]–[31]. 

1)  LINEAR KERNEL 

Of all the kernel functions, the linear kernel is the simplest. 

In the case of text classification, this kernel is often used. To 

determine the linear kernel, (6) is used. 

 𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑥𝑖 . 𝑥𝑗. (6) 

2)  POLYNOMIAL KERNEL 

The kernel that is often used to classify images is the 

polynomial kernel. Equation (7) is used to determine the 

polynomial kernel. 

 𝐾(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖 . 𝑥𝑗 + 𝑐)𝑑. (7) 

3)  RADIAL BASIS FUNCTION (RBF) GAUSSIAN KERNEL 

The RBF kernel, which is the standard kernel for valid 

(available) data, is the one used as the SVM tool by default. 

Equation (8) specifies the RBF kernel. 

 𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑒𝑥𝑝 (−
‖𝑥𝑖−𝑥𝑗‖

2

2𝜎2 ). (8) 

In (6) until (8), 𝐾(𝑥𝑖 , 𝑥𝑗) is the function kernel, while 𝑥𝑖 , 𝑥𝑗 

value is a pair of two data from the entire training dataset. Value 

of 𝑐, 𝑑, 𝜎  is the constant and ‖𝑥𝑖 − 𝑥𝑗‖ is the square of the 

distance between the vectors 𝑥𝑖 and 𝑥𝑗. 

This research utilized kernel in the SVM method for the 

classification system. Kernels used included linear, polynomial, 

and RBF Gaussian kernels. Leaf spot and rust in the coffee 

leaves are the classification results. 

F. EVALUATION OF CLASSIFICATION SUCCESS LEVEL 

The classification success rate of a machine learning 

algorithm can be determined using a confusion matrix 

containing information on actual and predicted classification 

results. Accuracy represents the number of correctly classified 

cases divided by the total amount of data. Accuracy is 

calculated using (9). The higher the classification accuracy, the 

better the performance of the classification technique. Precision 

and recall are used as a measure of how precise and complete 

the classification results are; they are calculated using (10) and 

(11). F1-score is the harmonic mean of precision and recall, 

calculated using (12) [32], [33]. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝑇𝑃+𝐹𝑁+𝐹𝑃
  (9) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (10) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (11) 

 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
. (12) 

Evaluation results depends on true positive (TP), true negative 

(TN), false positive (FP), and false negative (FN) values. 

III. RESULT AND DISCUSSION 

System testing was performed by testing images that had 

been obtained previously. These images were collected using a 

digital scanner to obtain the exact distance between one image 

and another. Testing was done 27 times with three SVM 

classification kernels. Table I displays three k-means clustering 

segmentation clusters and three inter-pixel distances on the 

GLCM feature extraction. Scenarios 1 to 9 test SVM 

classification using a linear kernel with three k-means 

TABLE I 

RESEARCH SCENARIO 

Scenario 
K-Means Clustering GLCM 

Cluster Distance (Pixels) 

1, 10, 19 1 1 

2, 11, 20 1 2 

3, 12, 21 1 3 

4, 13, 22 2 1 

5, 14, 23 2 2 

6, 15, 24 2 3 

7, 16, 25 3 1 

8, 17, 26 3 2 

9, 18, 27 3 3 
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clustering segmentation clusters and three inter-pixel distances 

on the GLCM feature extraction. Scenarios 10 to 18 test SVM 

classification using a polynomial kernel with three k-means 

clustering segmentation clusters and three GLCM feature 

extraction pixel distances. Scenarios 19 to 27 test SVM 

classification using the RBF Gaussian kernel with three k-

means clustering segmentation clusters and three GLCM 

feature extraction pixel distances. 

A. DISCUSSION AND EVALUATION OF THE SVM 
TESTING RESULTS WITH THE LINEAR SVM KERNEL 

There are multiple factors affecting accuracy, precision, 

recall, and F1-score from the SVM classification testing using 

the linear kernel. These influencing factors include the clusters 

in the k-means clustering segmentation process and the inter-

pixel distances in the GLCM feature extraction. In this research, 

three clusters and three inter-pixel distances were used. The test 

results were obtained from the resulting GLCM feature 

extraction values, such as ASM or energy, contrast, correlation, 

IDM or homogeneity, and entropy with angles of 0°, 45°, 90°, 

135°, and average angle. The test findings obtained from the 

evaluation of two types of leaf diseases, specifically leaf spot 

and leaf rust, utilizing the linear kernel, are presented in Table 

II. 

The SVM classification testing using the linear kernel in 

scenarios 1 up to 9 is shown in Table II and Figure 5. Scenario 

4 achieved the highest accuracy of 70%, scenario 9 achieved 

the highest precision of 100%, and scenario 8 achieved the 

highest recall of 95%, as well as the highest F1-score of 75.25%. 

The testing diagram in Figure 5 shows that the accuracy value 

increases as the inter-pixel distance increases, which occurred 

in cluster 1. However, the accuracy values in clusters 2 and 3 

were not stable when the inter-pixel distance was increased. 

The unstable accuracy value is due to the random segmentation 

results, so the three image clusters with detected and undetected 

disease areas appear randomly. The precision and recall values 

were dependent on the initial classification result, which was 

the leaf spot. The more accurate the classifications, the higher 

the values. The precision and recall results determine the F1-

score value. The higher the precision and recall values, the 

greater the F1-score value. 

B. DISCUSSION AND EVALUATION OF THE SVM TESTING 
WITH THE POLYNOMIAL KERNEL  

There are multiple factors affecting accuracy, precision, 

recall, and F1-score from the SVM classification testing using 

the polynomial kernel. These influencing factors include the 

clusters in the k-means clustering segmentation process and the 

inter-pixel distances in the GLCM feature extraction. This 

research used three clusters and three inter-pixel distances. The 

test results were obtained from the resulting GLCM feature 

extraction values, such as ASM or energy, contrast, correlation, 

IDM or homogeneity, and entropy with angles of 0°, 45°, 90°, 

135°, and average angle. The test findings obtained from the 

evaluation of two types of leaf diseases, specifically leaf spot 

TABLE II 

EVALUATION OF LINEAR SVM TESTING RESULTS 

Scenario 
Linear SVM Testing Results 

Accuracy Precision Recall F1-Score 

1 52.50% 52.94% 45.00% 48.65% 

2 53.75% 56.00% 35.00% 43.08% 

3 65.00% 71.43% 50.00% 58.82% 

4 70.00% 66.67% 80.00% 72.73% 

5 41.25% 40.54% 37.50% 38.96% 

6 52.50% 52.38% 55.00% 53.66% 

7 68.75% 63.64% 87.50% 73.68% 

8 68.75% 62.30% 95.00% 75.25% 

9 58.75% 100.00% 17.50% 29.79% 

 

Figure 5. Graph of the evaluation results of the linier kernel SVM testing.  
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TABLE III 

EVALUATION OF POLYNOMIAL SVM TESTING RESULTS 

Scenario 
Polynomial SVM Testing Results 

Accuracy Precision Recall F1-Score 

10 72.50% 100.00% 45.00% 62.07% 

11 76.25% 95.65% 55.00% 69.84% 

12 82.50% 93.33% 70.00% 80.00% 

13 46.25% 0.00% 0.00% 0.00% 

14 50.00% 0.00% 0.00% 0.00% 

15 86.25% 96.77% 75.00% 84.51% 

16 50.00% 0.00% 0.00% 0.00% 

17 50.00% 0.00% 0.00% 0.00% 

18 50.00% 0.00% 0.00% 0.00% 

 

Figure 6. Graph of the evaluation results of the polynomial kernel SVM testing. 
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and leaf rust, utilizing the polynomial kernel, are presented in 

Table III. 

The SVM classification testing using the polynomial kernel 

in scenarios 10 up to 18 is shown in Table III and Figure 6. 

Scenario 15 achieved the highest accuracy of 86.25%, scenario 

10 achieved the highest precision of 100%, and scenario 15 

achieved the highest recall of 75%, as well as the highest F1-

score of 84.51%. The testing diagram in Figure 6 shows that 

the accuracy value increases as the inter-pixel distance 

increases, which occurred in clusters 1 and 2. However, the 

accuracy value in cluster 3 was stable when the inter-pixel 

distance was increased. The unstable accuracy value is due to 

the random segmentation results, so the three image clusters 

with detected and undetected disease areas appear randomly. 

The precision and recall values were dependent on the initial 

classification result, which was the leaf spot. Cluster 3 resulted 

in a value of 0 since the classification results of the leaf spot 

were all incorrect. The higher the precision and recall values, 

the better the F1-score, and vice versa. 

C. DISCUSSION AND EVALUATION OF THE SVM TESTING 
WITH THE RGB GAUSSIAN  

There are multiple factors affecting accuracy, precision, 

recall, and F1-score from the SVM classification testing using 

the RBF Gaussian kernel. These influencing factors include the 

clusters in the k-means clustering segmentation process and the 

inter-pixel distances in the GLCM feature extraction. This 

research used three clusters and three inter-pixel distances. The 

test results were obtained from the resulting GLCM feature 

extraction values, such as ASM or energy, contrast, correlation, 

IDM or homogeneity, and entropy with angles of 0°, 45°, 90°, 

135°, and average angle. The test findings obtained from the 

evaluation of two types of leaf diseases, specifically leaf spot 

and leaf rust, utilizing the RBF Gaussian kernel, are presented 

in Table IV. 

The SVM classification testing using the RBF Gaussian 

kernel in scenarios 19 up to 27 is shown in Table IV and Figure 

7. Scenario 24 achieved the highest accuracy, precision, recall, 

and F1-score of 95.24%, 100%, 100%, and 97.56%, 

respectively. The testing diagram in Figure 7 shows that the 

accuracy value increases as the inter-pixel distance increases, 

which occurred in clusters 1 and 2. However, the accuracy 

values in cluster 3 decreased when the inter-pixel distance was 

increased. The unstable accuracy value is due to the random 

segmentation results, so the three image clusters with detected 

and undetected disease areas appear randomly. The precision 

and recall values were dependent on the initial classification 

result, which was the leaf spot. The more accurate the 

classifications, the higher the precision and recall values. The 

precision and recall results affect the F1-score value. The 

higher the precision and recall values, the greater the F1-score 

value, and vice versa. 

D. PERFORMANCE RESULTS OF THE KERNELS  

The results of the classification performance of robusta 

coffee leaf disease types in the form of leaf spot and leaf rust 

using k-means clustering segmentation were divided into three 

clusters, which could detect leaf parts getting leaf spot and leaf 

rust diseases. ASM or energy, contrast, correlation, IDM or 

homogeneity, and entropy are the GLCM parameters used in 

this research. The four angles of 0°, 45°, 90°, and 135°, with 

inter-pixel distances of 1, 2, and 3, were used to form those 

parameters. The SVM method using the linear, polynomial, and 

TABLE IV 

EVALUATION OF GAUSSIAN RBF SVM RESULTS 

Scenario 

Gaussian RBF SVM Testing Results 

Accuracy Precision Recall F1-Score 

19 65.00% 75.00% 45.00% 56.25% 

20 75.00% 85.71% 60.00% 70.59% 

21 77.50% 82.35% 70.00% 75.68% 

22 87.50% 91.67% 82.50% 86.84% 

23 92.50% 92.50% 92.50% 92.50% 

24 97.50% 95.24% 100.00% 97.56% 

25 81.25% 82.05% 80.00% 81.01% 

26 81.25% 80.49% 82.50% 81.48% 

27 77.50% 76.19% 80.00% 78.05% 

 

Figure 7. Graph of the evaluation results of the Gaussian RBF kernel SVM 
testing. 
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TABLE V 

BEST SVM PERFORMANCE RESULTS 

No Kernel Accuracy Precision Recall F1-Score 

1 Linear 70.00% 66.67% 80.00% 72.73% 

2 Polynomial 86.25% 96.77% 75.00% 84.51% 

3 
Gaussian 

RBF 
97.50% 95.24% 100.00% 97.56% 

 

Figure 8. Graph of the best evaluation results of the SVM testing. 
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RBF Gaussian kernels was used for system classification. The 

test results for the three kernels exhibiting the highest 

performance are presented in Table V. 

Figure 8 shows the results of testing accuracy values with a 

combination of clusters from k-means clustering, GLCM 

parameters, and the proposed SVM kernels. The RBF Gaussian 

kernel yielded the best performance among the other kernels. 

The polynomial kernel obtained the best precision value test 

based on accuracy, while the RBF Gaussian kernel obtained the 

best recall and F1-score. Kernels in SVM classification also 

affect the level of accuracy obtained during research. 

IV. CONCLUSION 

SVM classification of robusta coffee leaf disease based on 

GLCM feature extraction has been conducted. The 

segmentation process was done using k-means clustering with 

three clusters. GLCM feature extraction used ASM or energy, 

contrast, correlation, IDM or homogeneity, and entropy 

features with angles of 0°, 45°, 90°, 135°, and average angle, 

and inter-pixel distances of 1 to 3. Linear, polynomial, and RBF 

Gaussian kernels were used as the SVM classification method. 

The best test results of leaf spots and rust classification on 

robusta coffee were obtained with the RBF Gaussian kernel. 

The highest accuracy was 97.5%, precision was 95.24%, recall 

was 100%, and F1-score was 97.56%. The use of kernels in the 

SVM method is very influential in the classification process. 

Of the three kernels used during the research, namely linear, 

polynomial, and RBF Gaussian, the highest accuracy value was 

obtained in testing using the RBF Gaussian kernel. 

However, this research still has shortcomings, one of which 

is in image preprocessing. Further research is required to 

acquire a preprocessing model and recognize the specific 

characteristics of leaf spot and leaf rust more precisely. 

Therefore, the classification results have higher accuracy. It is 

necessary to test robusta coffee leaf disease with other methods, 

such as deep learning. Then, the research is compared with this 

research to get the best method. 
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